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Résumés

J. R. Eaton, G. Allt et K. Hughes
Corporate Servere Group, ICL, W. Gorton, Manchester, UK 
L'Architecture Nodale SX, p. 197

SX est la dernière génération de processeurs de Série 39 de haute perfor­
mance. Elle est compatible avec les systèmes de la Série 39 existants mais 
offre de meilleures performances aussi bien au niveau des configurations 
simples que des configurations multi-nodales. SX offre également une 
connectivité E/S améliorée et de plus grandes performances pour répondre à 
l’augmentation de la puissance de traitement. Cet article décrit certaines des 
caractéristiques les plus importantes du point nodal.

G. P. Abraham, D. C. Freeth et H. Vosper
Corporate Servers Product Group, ICL, West Gorton, Manchester, UK 
Processus de Conception SX, p. 212.

Cet article présente un survol des processus de conception appliqués lors de 
la conception du système SX.

Il couvre certaines des initiatives et innovations majeures et souligne les 
méthodes extensives utilisées dans la vérification de conception.

L’outillage décrit inclut les modèles de performance pour OCP, E/S et inter- 
node, techniques d’émulation de logiciel et simulation de matériel et logiciel 
d’essais.

Ce papier contient également une description des méthodes de mesure et de 
contrôle de conception.

C. Shaw
Product Servers Group, ICL, W. Gorton, UK 
L ’emballage du SX, p. 233.

Les améliorations spectaculaires au niveau des densités et de la vitesse 
d’intégration de circuits à puces de silicium, intervenues depuis plus de vingt 
ans, sont bien connues. L’exploitation efficace de la technologie LSI (Intégra­
tion à Grande Echelle) moderne, dans une unité centrale de hautes perfor­
mances, implique des exigeances pour le matériel et l’emballage supportant 
les sous-systèmes électroniques.
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Cet article décrit les implications de ces demandes sur la conception physique 
de l’unité centrale ESSEX et souligne certaines des solutions de conception 
résultantes. Le contenu des sous-systèmes de matériel fonctionnel majeurs au 
sein du Noeud ESSEX est résumé.

Dr. A. T. F. Hutt
ICL Systems Engineering, Systems Intégration Division, Reading 
Fiona Flower
ICL CPS Professional Services, Information Technology Services Division, 
Bristol
Le Développement du Marketing à la Conception, p. 253

Cet article décrit la façon dont les recherches ont été exploitées à partir des 
trois projets Alvey pour produire la méthodologie ICL “du Marketing à la 
Conception”. Cette méthodologie incorpore des facteurs humains dans la 
spécification et la conception du produit, permettant aux équipes de 
conception de développer des produits qui sont plus petits, plus concentrés et 
donc plus acceptables pour leurs utilisateurs. ICL applique la méthodologie 
à une série de cinq ateliers, supportée par l’utilisation de manuels dans 
l’atelier et sur le lieu de travail. La méthodologie “du Marketing à la 
Conception” représente donc l’une des exploitations pratiques les plus 
considérables acquises dans la recherche aux facteurs humaine entrepris au 
travers du parrainage du programme Alvey.

M. H. O'Docherty, P. J. Crowther, C. N. Daskalakis, C. A. Gobie, M. A. 
Ireton, S. Kay et C. S. Xydeas
Multimedia Information Systems Research Group (Groupe de Recherche sur 
Systèmes d’informations Multimédias), Victoria University of Manchester, 
UK
Progrès dans le Traitement et la Gestion des Informations Multimédias, p. 271.

Les systèmes de base de données courants sont efficaces pour le traitement de 
données simples telles que les attributs numériques ou textuels. Mais ceux-ci 
ne sont pas bien adaptés aux autres médias sauf pour les systèmes d’archi­
vage utilisant des étiquettes générées manuellement. Au contraire, un 
Système d’informations Multimédias est destiné à traiter tous les types de 
données électroniques d’une manière uniforme. Des exemples de données 
multimédias sont le texte, les images et la voix. De nombreuses applications 
de traitement de l’information sont de nature multimédia mais les technolo­
gies nécessaires à la mise en oeuvre de systèmes multimédias pour de telles 
applications n’ont commencé à faire leur apparition que récemment.

Cet article examine tout d’abord les caractéristiques nécessaires à un système 
d’informations multimédias idéal. Celles-ci incluent un environnement orien­
té vers l’objet pour traiter les données multimédias, la récupération de toutes 
les données par contenu utilisant des techniques d’analyse sémantique qui 
peuvent être adaptées à chaque nouvelle application, un modèle convenable
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de données orienteés vers l’objet tel que ODA, une stratégie d’interrogation 
soigneusement conçue avec des degrés de confiance permettant l’apparie­
ment inexact et enfin des facilités de passage en revue et d’édition vastes.

Les prototypes, qui d’une certaine façon répondent à ces objectifs, sont 
décrits. Leurs limitations sont spécifiées et celles-ci sont suivies par une 
description du système prototype développé à l’Université de Manchester qui 
a pour objectif de répondre aux exigences du système idéal.

M. B. Morris et I. Cole
STC Technology Ltd., London Road, Harlow, Essex, CM 17 9NA, UK 
Un Survol de Multiworks, p. 288

Cet article offre un simple survol de la fonctionnalité prévue de Multiworks 
(Poste de travail intégré multimédia) un Projet d’intégration de Technologie 
(No. 2105) supporté par ESPRIT IL

L’objectif de Multiworks consiste à développer un poste de travail pour le 
professionnel, traitant la voix, le son, les graphiques à 2 et 3 dimensions, la 
vidéo et le texte. Le but est de fournix aux multimédias comparables à ceux 
couramment disponibles des facilités pour les médias traditionnels de textes 
et graphiques.

Le projet est élaboré selon une approche par étape pour la conception et le 
développement, avec des progiciels de travail dédiés à la conception d’une 
plateforme de configuration minimum, un environnement de programma­
tion multimédia, un environnement d’applications et l’environnement d’utili­
sateur final. Les exigences de l’utilisateur sous la forme de scénarios ont été 
utilisés pour gérer la configuration et l’intégration des différentes étapes.

Tony Drahota
International Computers Ltd, Slough, Berks, UK
RICHE-Réseau d’information et de Communication Hospitalier Européen 
(Healthcare Information and Communication Network for Europe). Esprit 
Project 2221, p. 296.

Le projet RICHE a été élaboré et organisé pour répondre aux exigences du 
secteur de la santé et obtenit une utilisation plus efficace de la technologie 
d’information. Un grand consortium de sociétés de technologie d’informa­
tion et d’organisations de santé européennes ont établi, en 1989 pour définir 
et diriger les mises en application, une architecture pour les systèmes de santé 
publique qui s’appliquera, sur une base d’uniformité, dans tous les pays 
européens et qui reflétera le besoin d’intégration de fonctions de support 
pour les activités professionnelles, administratives, techniques et de gestion 
de la santé publique. La première phase d’activités de ce projet ambitieux 
s’étalant sur trois années, engagé actuellement dans sa seconde années, a été 
couronée de succes-l’analyse et l’étude des exigences globales et la définition 
initiale de l’architecture globale. Cet article résumé les résultats actuels du 
projet et les résultats escomptés à partir des travaux d’études et de recherche 
actuels et futurs.
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Richard Thomas 
Project Director- ICL 
Christer Fernstroem
Project Technical Director-Cap Gemini Innovation 
Olaf Hesse
Market Intégration Manager for Project-University of Dortmund 
ESF-Un Programme Européen pour Introduction Evolutive D’usines de 
Logiciel, p. 307

Le logiciel est devenu un facteur primordial sur lequel repose le succès 
économique. L’aptitude à fournir des logiciels pour un nombre croissant de 
produits et de services déterminera le succès économique futur des sociétés et 
corporations. Ceci aura également des conséquences majeures sur le succès 
économique national.

Au sein de l’industrie IT (Information Technologie-Informatique), la de­
mande en logiciels est un souci majeur pour les gros utilisateurs les 
intégrateurs de système et les fournisseurs de produits, et d’un intérêt 
énorme pour les groupes de techologie de pointe et les centres de recherche.

Cet article présente un survol de l’entreprise de coopération européenne 
de qui aborde le problème général fourniture de logiciel et élabore une 
stratégie de solution pour les années 1990 et le siècle prochain. L’essential 
de la solution ESF consiste en la construction d’usines spécialisées en 
logiciels, pour différentes industries, à partir d’un marché de composants à 
fournisseurs multiples; la spécialisation de l’usine étant obtenue par 
modelage du processus et support de processus actif. L’usine construite 
supportera tous les types d’utilisateur, par exemple: gestion, technique, 
administratif.

Vincent West et Edward Babb
Strategie System, ICL, Bracknell, UK
Un Tableau Financier avec Logique Visible, p. 319

Cet article présente le protype d’un tableau financier logique specimen 
développé au sein de Visilog, un projet EUREKA impliquant ICL et BULL. 
L’objectif de Visilog (Logique Visible) est de tirer la capacité maximale de la 
logique disponible pour l’utilisateur final, grâce à des graphiques d’une 
utilisation facile.

Ce papier traite des capacités du tableau financier, illustrant par des 
exemples les avantages par rapport à un tableau financier conventionnel, qui 
inclue des réponses généralisées, la recherche de l’objectif, la gestion des 
alternatives et des inégalités, et la programmabilité (logique). Cet article 
décrit également l’architecture interne, en particlier le moteur logique utilisé, 
le LPL (Langage de Logique Pure), qui résulta d’un projet ALVEY 
impliquant ICL, Impérial College et Edinburgh University.
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Mick Smith
ICL, Strategie Systems, Manchester, UK 
Colin Tattersall
University of Leeds, computer based learning unit
Prévision d’une aide intelligente et son impact sur le développement d’application, 
p. 328.

Une aide intelligente se distingue d’une aide conventionnelle par deux 
aspects importants. Premièrement, l’aide est générée par des techniques 
basées sur des études empiriques et scientifiques de la nature et des exigences 
de cette assistance. Deuxièmement, parce qu’elle est générative, elle peut être 
adaptée dynamiquement à la connaissance de l’utilisateur, la tâche en cours, 
et l’état de l’application. Ceci contraste avec l’aide conventionnelle où l'effort 
est porté sur les mécanismes d’accès aux textes déjà mémorisés.

L’approche des dispositions pour une aide intelligente développée par le 
projet EUROHELP nécessite quatre éléments majeurs: un Noyau d’Aide 
Intelligente (1HSS) qui forme le système de déroulement générique, un 
formalisme de Modelage d'Application pour représentation d'une applica­
tion au IHSS, un Système de Développement du Système d'Aide (HSDS) 
comme support de la construction des Modèles d’Application, et finalement 
une Méthodologie de Développement du Système d’Aide (HSDM) comme 
guide du processus entier.

Cette approche nécessite certaines interfaces avec l’application elle-même, 
afin que l’IHSS puisse avoir accès aux informations contextuelles et de 
l’utilisateur. De plus, et pour une exploitation efficace, ceci implique certains 
changements dans les méthodes, l’équipement, la conception et la 
réalisation du développement d’application.

L'article décrit les leçons tirées du projet EUROHELP concernant la nature 
de l’aide intelligente, les bénéfices potentiels à tirer d'une telle assistance et les 
techniques pratiques pour prendre de telles dispositions. Sur un plan général, 
il traite de l’impact de ces dispositions pour une aide intelligente sur le 
développement d’applications.

Darren Van Laar et Richard Flavell
The Management School, Impérial College, London, UK
Comment Utiliser la Couleur dans les Affichages. II. Codage, Connaissance &
Compréhension, p. 362.

La couleur est souvent utilisée sur les écrans visuels pour améliorer les 
interactions homme-ordinateur et pour obtenir un affichage plus naturel et 
plus représentatif que le simple codage monochrome. Afin d’utiliser efficace­
ment la couleur, il est important de comprendre comment elle est perçue, 
comment le codage couleur peut être utilisé comme support de tâches et de 
savoir combien de couleurs doivent être utilisées sur un affichage et quand la 
couleur devient utile.
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Il s’agit du second de deux articles consacrés à l’utilisation efficace des 
couleurs dans les affichages à tube cathodique et couvre les facteurs de tâche 
dans les affichages couleurs, explique ce qui est entendu par codage couleur, 
quand utiliser les différentes formes de codage couleur, et l’effet de l’utilisa­
tion de la couleur sur les performances et les préférences. Cet article couvre 
également les facteurs d’esthétique et d’environnement applicables à l’emploi 
de couleur sur les affichages.

L’article se conclut par un résumé des facteurs physiques et cognitifs qui ont 
été soulignés dans les deux articles, ainsi que par quelques indications pour 
mettre ces recommandations en pratique. Un glossaire des termes fréque­
mment utilisés est également inclus.

Richard Epworth
Technology Strategy Manager, STC Technology Ltd., London Road, Har- 
low, Essex CM 17 9NA, UK
Mouvements Occulaires, pour une Interface Humaine Bidirective, p. 384

Lorsque nous regardons un écran, nous ne savons pas précisément où nos 
yeux se posent et pourtant nos mouvements occulaires contiennent des 
informations importantes. Un système opto-électronique, qui surveille nos 
mouvements occulaires, peut être utilisé pour communiquer avec une 
machine. Les articles sur un écran peuvent être sélectionnés simplement en 
les regardant et les actions peuvent être lancées par des mouvements 
occulaires volontaires. Un tel système peut également être conscient de nos 
intérêts et difficultés et peut répondre à nos besoins, même ceux dont nous ne 
sommes pas conscients. Ce document décrit les techniques de mesure du 
mouvement occulaire, les applications possibles des ces informations, et 
plusieurs démonstrations pratiques d’une interface contrôlée par l’oeil.

Peter Wiles
ICL Central Government and Defence Business Unit, Slough, Berks, UK 
Une introduction à la programme GIN (Government Infrastructure for the 
Nineties), p. 412.

Cet article décrit le raisonnement qui a mené à la création d’un projet ICL 
majeur, le Programme GIN. GIN (Government Infrastructure for the Nine­
ties) signifie Infrastructure Gouvernementale pour les années 90. Il s’agit d’un 
programme visant à la livraison d’un ensemble intégré, interactif de produits 
UNIX et PC gérés via une gamme de produits de Gestion de Système.

Le programme GIN répond aux stratégies IT de plusieurs clients majeurs, en 
particulier certains des plus grands Administrations. Le Gouvernement ne 
dispose pas de nombreuses applications industrielles, mais exige toute une 
infrastructure cohérente, avec une ligne intégrée de produits qui soit en 
avance par rapport a l’ensemble du marché. L’article décrit la façon dont 
l’infrastructure a été déterminée et la manière dont ICL a l’intention de 
poursuivre le développement des produits appropriés.
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Samenvattingen

J. R. Eaton, G. Allt en K. Hughes
Corporate Services Group, ICL, W. Gorton, Manchester.
De SX Node Architectuur, p. 197

SX is de jongste generatie hoog presterende Serie 39 processors. Deze zijn 
compatibel met bestaande systemen uit Serie 39 maar bieden hogere 
prestaties bij zowel enkele als meervoudige knooppunt en (nodes). Tevens 
biedt SX betere I/O aansluitbaarheid en hoger prestatievermogen om met 
het verhoogde verwerkingsvermogen gelijke tred te kunnen houden. Dit 
artikel beschrijft enige van de belangrijkere kenmerken van het knooppunt.

G. P. Abraham, D. C. Freeth en H. Vosper
Corporate Servers Product Group, ICL, West Gorton, Manchester.
SX Ontwerp Processen, p. 212.

Dit artikel geeft een overzicht van de ontwerpprocessen die bij het ontwerp 
van het SX systeem gevolgd werden.

Het bestrijkt sommige van de voornaamste initiatieven en innovaties en legt 
speciale nadruk op de uitgebreide methoden welke in ontwerpverificatie 
toegepast worden.

De omschreven gereedschappen zijn o.m. prestatiemodellen voor OCP, I/O 
en inter-knooppunt software emulatietechnieken, hardwaresimulatie en test 
software.

Het artikel bevat tevens een beschrijving van de ontwerpbesturing en 
meetmethoden.

C. Shaw
Product Services Group, ICL, West Gorton, UK 
Het ontwerp de SX-mainframe, p. 233.

De spectaculaire verbeteringen de dichtheid von circuitintegratie en snelheid 
van de Silicon chip, die nu reeds twintig jaar aan de gang zijn, zijn alom 
bekend. De effectieve exploitatie van moderne LSI technologie in een 
mainframe computer met hoog prestatievermogen stelt hoge eisen aan de 
hardware en de packaging die de elektronische subsystemen ondersteunen.
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Dit artikel beschrijft de implicaties van deze eisen op het fysieke ontwerp van 
de SX mainframe en geeft enige van de ontwerpoplossingen in grote lijnen 
weer. De inhoud van de voornaamste functionele hardware subsystemen 
binnen het SX knooppunt worden in het kort weergegeven.

Dr. A. T. F. Hutt
ICL Systems Engineering, Systems Intégration Division, Reading 
Fiona Flower
ICL CPS Professional Services, Information Technology Services Division, 
Bristol
De Ontwikkeling van ‘Marketing to Design’, p. 253

Dit artikel beschrijft hoe het research van drie Alvey projectan gebruikt werd 
bij het ontwerp van de ‘Marketing to Design’ methodologie van ICL. Bij 
deze methodologie worden menselijke factoren in produktspecificatie en 
ontwerp opgenomen, zodat ontwerpteams producten kunnen ontwikkelen 
die kleiner en beter afgestemd zijn, en zodoende beter geschikt voor hun 
gebruikers. ICL presenteert de methodologie op het ogenblik d.m.v. een serie 
workshops, begeleid door werkboeken en handleidingen voor gebruik in de 
werkplaats en op de werkplek. ‘Marketing to Design’ vertegenwoordigt 
zodoende een van de belangrijkste praktische toepassingen die voortgeko­
men zijn uit het research naar menselijke factoren dat onder het sponsor- 
schap van het Alvey programma uitgevoerd is.

M. H. O'Docherty, P. J. Crowther, C. N. Daskalakis, C. A. Gobie, M. A. 
Ireton, S. Kay en C. S. Xydeas
Multimedia Information Systems Research Group, Victoria University of 
Manchester
Ontwikkelingen in de Verwerking en Management van Multimedia Informatie, 
p. 271.

Huidige databasesystemen zijn efficient in de verwerking van eenvoudige data 
zoals numerieke of tekstattributen. Zij zijn niet erg geschikt voor andere media, 
uitgezonderd voor gebruik als archiefsystemen met behulp van handmatig 
gegenereerde labels. Daartegenover is een Multimedia Informatie Systeem 
bedoeld om alle typen elektronisch gemodelleerde data op uniforme wijze te 
verwerken. Voorbeelden van multimedia data zijn tekst, beelden en spraak. 
Vele informatieverwerkende toepassingen zijn multimedial van aard, maar de 
technologiën die nodig zijn om van multimedia systemen voor zulke toepassin­
gen te implementeren hebben slechts kort geleden hun intrede gemaakt.

Dit artikel onderzoekt eerst de kenmerken die een ideaal multimedia 
informatie System moet bezitten. Dit zijn o.m. een object-georienteerd 
omgeving voor verwerking van multimedia data, de opvraging van alle data 
volgens inhoud m.b.v. semantische analysetechnieken die aan elke nieuwe 
toepassing aangepast kunnen worden, een geschikt model van object­
georiënteerde data zoals ODA, een zorgvuldig ontworpen opvraag-strategie 
met betrouwbaarheids niveaus met de mogelijkheid tot inexact selectief 
collationeren, en tenslotte uitgebreide dourblader en opmaakfaciliteiten.
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Verder worden prototypen die enigermate aan deze doelen voldoen beschre­
ven. De beperkingen hiervan worden aangegeven en dit wordt gevolgd door 
een beschrijving van het prototype dat op Manchester University ontwikkeld 
wordt met het doel aan de vereisten van het ideale systeem te voldoen.

M. E. Morris en I. Cole
STC Technology Ltd. Harlow, Essex, UK
Een Overzicht van Multiworks, p. 288.

Dit artikel geeft een eenvoudig overzicht van de bedoelde functionaliteit van 
Multiworks (MULTI-media intergrated WORKStation) een Technologie 
Integratie Project (Nr. 2105) ondersteund door ESPRIT II.

Het doel van Multiworks is de ontwikkeling van een werkstation voor een op 
kantoor werkende professional, dat spraak, geluid, 2D en 3D graphies, video 
en tekst manipulieren kan. Dit project hoopt dezelfde voorzieningen voor 
multi-media beschikbaar te maken die nu reeds bij de traditionele media 
voor tekst en graphies in gebruik zijn.

Het project volgt een gelaagde ontwerpen ontwikkelingsbenadering, met 
werkpakketten speciaal voor het ontwerp on van een fundamenteel hardware 
platform, een multi-media programmeeromgeving milieu, een toepassings 
omgeving en het eingebruikersomgering. Eisen in de vorm van scenario’s 
worden gebruikt voor het aansturen van de configuratie en integratie van de 
verschillende lagen.

Tony Drahota 
ICL Slough, UK
RICHE Reseau d’information et de Communication Hospitalier Europeen. 
Esprit Project 2221 (Informatie en communication et werk voor de Europese 
gezondheidszorg), p. 296.

Het RICHE project werd in het leven geroepen en georganiseerd als 
antwoord op de eisen van de gezondheidszorgsector voor effectiever 
gebruik van informatietechnologie. Een groot consortium van Europese 
IT ondernemingen en gezondheidszorg organisaties begon in 1989 met 
het omschrijven en opzetten van pilotimplementaties en een architectuur 
voor gezondheidszorgsystemen voor uniforme toepassing in alle Europese 
landen, waarin de behoefte aan standaardisatie van geïntegreerde, bege­
leidende functies voor professionele, administratieve, technische en manage­
ment activiteiten te standaardiseren tot uitdrukking komen. De eerste 
fasede analyse en modellering van de algemene vereisten en de aanvank­
elijke definitie van de globale architectuur -  van dit ambitieuze driejaren­
project, dat nu in zijn tweede jaar is, is nu met succes voltooid. Dit artikel 
bevat een overzicht van wat de project resultaten tot heden en kijkt vooruit 
naar sommige van de resultaten die van de huidige en toekomstige werk­
zaamheden verwacht kunnen worden.
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Richard Thomas 
ICL, Project Director 
Christer Fernstroem
Cap. Gemini Innovation, Project Technical Director 
Olaf Hesse
University of Dortmund, Market Intégration Manager for Project
ESF-Een Europees Programma voor evolutionaire introductie van Software 
Fabrieken, p. 307.

Software is een belangrijke en onontbeerlijke factor geworden voor econo­
misch succes. Het vermogen om software te kunnen leveren voor het 
toenemende aantal produkten en diensten die van software afhenkelijk zijn, 
is van doorslaggevend belang voor het toekomstige commerciële succes van 
ondernemingen. Dit heeft tevens grote invloed op het economische succes 
van de betreffende landen.

Binnen de IT industrie is de vraag naar software een reden voor grote 
bezorgdheid onder grootschalige gebruikers, systeemintegrators en leveran­
ciers van produkten en van enorm belang voor geavanceerde technologie- 
groepen en researchcentra.

Dit artikel geeft een overzicht van een Europees samenwerkingsverband om 
het probleem van softv/areaanbod aan te pakken en met een strategie. De 
essentie van deze ESF-oplossing is de oprichting van gespecialiseerde 
software fabrieken, voor een aantal industrieën uit een componentenmarkt 
met vele leveranciers, waarbij de fabrieksspecialisatie bereikt wordt door 
processmodellering en actieve processondersteuning. De fabriek onderskunt 
alle typen gebruiker, d.w.z. management, technisch, administratief.

Vincent West en Edward Babb
Strategie Systems. ICL Bradmell, UK
Een Spreadsheet met Zichtbare Logica, p. 319.

Dit artikel beschrijft een prototype van een logische spreadsheet dat 
ontwikkeld werd als onderdeel van VisiLog, een EUREKA project waarbij 
ICL en BULL betrokken zijn. De bedoeling van VisiLog (Visible Logic) is 
het volledige vermogen van logica ter beschikking te stellen aan de eindge­
bruiker d.m.v. gemakkelijk te gebruiken graphies.

Het artikel bespreekt de mogelijkheden van het spreadsheet en illustreert de 
voordelen hiervan t.o.v. een conventionele spreadsheet d.m.v. voorbeelden 
zoals gegeneraliseerde antwoorden, doelzoeken, hanteren van alternatieven 
en ongelijkheden en (logische) programmeerbaarheid. Tevens beschrijft het 
de interne architectuur, speciaal de gebruikte iogical engine’ PLL (Pure 
Logic Language), die het resultaat was van een ALVEY project waarbij ICL, 
Impérial College en Edinburgh University bij betrokken waren.
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Mick Smith
ICL Strategie Systems
Colin Tattersall
University of Leeds, Computer based learning unit
De voorziening van intelligente hulp en de uitwerking hiervan op de ontwikkel­
ing van toepassingen, p. 328

Intelligente hulp kan in twee belangrijke opzichten van conventionele hulp 
onderscheiden worden. Ten eerste, hulp wordt gegenereerd door technieken 
die gebaseerd zijn op empirische en wetenschappelijke studies van de aard 
van en vereisten voor hulp. Ten tweede, en tevens vanwege het feit dat het 
gegenerend is, kan het dynamisch aangepast worden aan de kennis van de 
gebruiker, de onderhanden zijnde taak, en de toestand van de toepassing. Dit 
in tegenstelling tot conventionele hulp, waar de nadruk lag op toegangs­
mechanismen tot eerder opgeslagen teksten.

De benadering tot het voorzien in intelligent hulp die door het EUROHELP 
project ontwikkeld werd, vereist vier belangrijke onderdelen: een Intelligent 
Help System Shell (IHSS) dat het generische run-tijd systeem vormt, een 
Toepassing Modellering formalisme om een toepassing aan het IHSS voor te 
leggen, een Help System Development System (HSDS) ter begeleiding van de 
constructie van Toepassingsmodellen en tot slot een Help System Develop­
ment Methodology (HSDM) ter sturing van het gehele proces.

Deze benadering vereist bepaalde interfaces met de toepassing zelf, zodat de 
IHSS toegang tot contextuele en gebruiker informatie kan krijgen. Daar­
naast, en voor effectieve exploitatie, brengt dit bepaalde veranderingen met 
zich mee in toepassings ontwikkelingsmethoden, outillering, ontwerp en 
implementatie.

Dit artikel beschrijft de lessen die van het EUROHELP project geleerd zijn 
m.b.t. de aard van intelligente hulp, de potentiële voordelen die van zulke 
hulp verwacht kunnen worden, en practische technieken voor het verlenen 
hiervan. Globaal bespreekt het artikel de uitwerking die het verlenen van 
intelligent hulp heeft op topassingsontwikkeling.

Darren van Laar en Richard Flavell
The Management School, Impérial College, London
Gebruik van Kleur op beeldschermen. II. Codering, herkenning en toepassing- 
bereik, p. 362.

Kleur wordt dikwijls op Beeldschermen gebruikt om de interactive tussen 
mens en computer te verbeteren en een natuurlijker en representatiever beeld 
te krijgen dan dat met monochroomcodering alleen bereikt kan worden. 
Teneinde effectief gebruik te maken van kleur, is het van belang dat men 
begrijpt hoe kleur waargenomen en er op gereageerd wordt, hoe kleurcoder- 
ing gebruikt kan worden als hulp bij bepaalde taken, hoeveel kleuren in een 
beeld gebruikt kunnen werden, en wanneer kleur nuttig kan zijn.
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Dit is het tweede van twee artikelen waarin het effectief gebruik van kleuren 
op beeldschermen besproken word. Het behandelt speciale factoren van 
kleuren beeldschermen, verklaart wat met kleurcodering bedoelt wordt, 
wanneer de verschillende vormen van kleurcodering en gebruikt worden, en 
het effect van het gebruik van kleuren op prestaties en voorkeur. Ook de op 
het gebruik van kleur in beeld-schermen betrekking hebbende esthetische en 
omgeringsfactoren worden besproken.

Het artikel besluit met een samenvatting van de fysieke en cognitieve 
factoren die door deze twee artikelen naar voren gebracht werden en 
tevens enige raadgevingen over hoe dit advies in praktijk gebracht kan 
worden. Ook bevat het een verklarende woordenlijst van de meestgebruikte 
termen.

Richard Epworth
Technology Strategy Manager, STC Technology Ltd., Harlow, Essex CM 17 
9NA, UK
Oogbewegingen voor Een Bidirectioneel Mens-interface, p. 384.

Wanneer wij naar een beeldscherm kijken, zijn wij ons er niet van bewust 
waar onze ogen precies naar kijken; toch bevatten onze oogbewegingen 
waardevolle informatie. Een opto-electronisch systeem dat onze oogbewegin­
gen bewaakt, kan gebruikt worden om met een machine te communiceren. 
Gegevens op een beeldscherm kunnen geselecteerd worden eenvoudig door 
er naar te kijken, en bewerkingen kunnen gestart worden door bewuste 
oogbewegingen. Ook kan zo’n systeem weten waarin wij belangstellen of 
waarmee wij moeilijkheden hebben, en op onze behoeften reageren zelfs als 
wij ons die zelf niet bewust zijn. Dit artikel beschrijft de technieken voor het 
meten van oogbewegingen, mogelijke toepassingen van deze informatie en 
verschillende praktische demonstraties van een door de ogen bestuurde 
interface.

Peter Wiles
ICL Central Government & Defence Business Unit, Slough, Berks, UK 
ln leiding tot het GIN programma (Government-IT-Infrastructure for the 
nineties), p. 412.

Dit artikel beschrijft de redenering welke leidde tot het opzetten van een 
belangrijk ICL projet, het GIN Programma. GIN betekent Government 
Infrastructure for the Nineties. Dit is een programma dat bedoeld is om een 
geïntegreerde, samenwerkende set UNIX en PC producten te leveren, 
beheerd via een range Systems Management producten.

Het GIN programma vormt een antwoord op de opvattingen van verschil­
lende b elangrijke klanten m.b.t. hun toekomstige IT strategie, in het 
bijzonder van dat van sommige van de grootste overheidsinstanties. Hoewel 
toepassingen bij de overheid niet veel gemeen hebben met die van de 
industrie in het algemeen, hebben deze toch een set infrastructuur vereisten
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gemeen, in het bijzonder voor een geïntegreerde product basislijn welke 
vooruitloopt op de markt in zijn geheel. Dit artikel beschrijft hoe die 
infrastructuur bepaald werd en hoe ICL van plan is de betreffende producten 
te ontwikkelen.
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THE NEW SX MODELS



Foreword
Having been involved in the development of ICL’s Series 39 range through­
out its entire history, it was my particular pleasure to be asked to introduce 
these three papers on SX Systems. These articles cover the development of 
the SX Systems node -  which was designed by a core team of 120 increasing 
to 200 at the peak of its activity. However this number would be at least 
doubled if one were to take into account those who designed the accompany­
ing Macrolan, VME developments, Node Support Computer, Macrolan/ 
Oslan Gateway, and the Design Services infrastructure. The commitment 
of all these people was required to see the project through to comple­
tion.

I have been fortunate enough to lead the development of Series 39 SX 
Systems from their inception in 1986 right through to the present day. From 
the very beginning I was aware that the technological advances incorporated 
in this new product could return ICL to the forefront of mainframe design. In 
fact the resulting processor has now been announced as the most powerful 
uniprocessor in the world. The unique architecture of this processor forms 
the subject of the first paper, ‘The SX Node Architecture’.

Behind this architecture lies a lengthy design process. As Director, Main­
frame Systems it was my responsibility to provide the team of designers who 
worked on the Essex project with the best silicon technology possible. 
Accordingly, in 1985, we extended out collaboration with Fujitsu to include 
the Hawk technology which gave the ICL designers access to the most 
advanced chip technology in the world. However, we were aware from the 
start that our competitors would also have access to the same basic 
technology. Accordingly, it was up to our own designers to ensure that their 
processor and associated hardware designs exploited the new technology to 
its greatest advantage, and thereby gained true superiority for the SX 
Systems range. The second article -  ‘SX Design Processes’ -  describes 
how design objectives were set and met through the most advanced 
methodologies.

Their success can be measured by a comparison between SX Systems and a 
mainframe using the same Fujitsu technology manufactured by one of our 
competitors: Amdahl’s 5990. The SX 580-20 is less than a sixth of the 
5990/1100’s weight. It takes up less than a quarter of the floor space. It uses 
less than half the power, and it puts out less than half the heat. And yet it 
gives over 50% more power per processing node. The story of how these 
particular advantages were gained forms the basis of the final article: ‘Essex 
Packaging Concepts’.
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While the lower end of the computer market has become increasingly 
commodity led, the superiority of Series 39 SX Systems is a clear demonstra­
tion that design excellence can produce true differentiation for a mainframe 
range. It is this last point which I hope that you will bear in mind as you read 
the following articles. ICL has long had the reputation for breaking new 
ground. By its pioneering adoption of such advances as optical fibre cabling, 
and its decision to stand out against older thinking by developing an 
operating system better suited to the information needs of the current 
marketplace, ICL has always endeavoured to create products which pass on 
unique benefits to our customers.

T.A. Hinchliffe
Director, Computer Products Division
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The SX Node Architecture
J.R. Eaton, G. Allt and K. Hughes

Corporate Servers Product Group, ICL, West Gorton, Manchester, UK

Abstract

SX is the latest generation of high performance Series 39 processors. 
It is compatible with existing Series 39 systems but offers much higher 
performance both in single and multi-node configurations. SX also 
offers increased I/O connectivity and performance to balance the 
increase in processing power. This paper describes some of the more 
important features of the node.

1 Introduction

SX is the latest member of the successful Series 39 systems. It is introduced to 
provide increased levels of performance for users of the ICL VME operating 
system. As a member of an existing family it must be completely backwards 
compatible; all current user programs will be capable of running on SX 
without the need for recompilation.

Many design and technology innovations have been combined to give the SX 
the increase in performance it has achieved. In many respects this has only 
been possible because both the technology and the design capability came 
together at the right time.

SX is built from large ECL gate-arrays manufactured by Fujitsu. These are 
significantly larger and faster than those used in the Series 39 level 80. 
However the technology alone could not have delivered the required 
performance increase over the Series 39 L80. SX has relied heavily on design 
innovation which has lead to the development of a very sophisticated 
pipelined processor -  possibly the ultimate pipeline for the 2900 order code. 
The result is a design which uses three times as much logic as the Series 39 
L80, has a clock beat less than half that of the Series 39 L80 but has increased 
the performance by a factor of up to four. We have obtained a performance 
boost of two by technology and two by design.

In the early design of SX it was recognised that the main business of the users 
of VME based systems was to be Online Teleprocessing -  OLTP. It was 
decided that this was one area where the node would have to be optimised 
but not at the expense of other workloads. A great deal of design effort -
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particularly in the Order Code Processor (OCP) slave has been done to 
achieve this.

The Series 39 L80 was provided with optical fibre Input/Output, Macrolan 
50, for high speed peripherals and OSLAN (Ethernet) for slow speed 
peripherals. For SX, in order not to compromise the design of the high speed 
I/O system, it was decided not to have slow connections directly to the node 
but to provide OSLAN connection via the Macrolan to OSLAN Gateway -  
MOG.

As part of the Series 39 family, SX must provide a multi-node capability. A 
huge amount of effort has been invested to provide a highly effective inter­
node service which is technically capable of supporting a multi-node system 
with up to 8 nodes.

1.1 Existing System Behaviour

Extensive investigation into existing Series 39 L80 was carried out in order to 
understand the behaviour of the current systems. A processor was extensively 
modified in order to capture large amounts of trace data relating to 
instruction sequences and data addresses. Many monitoring runs were 
carried out using different workloads, from teleprocessing to scientific batch. 
This information gave the designers an understanding of the current use of 
the Series 39 systems. Together with awareness of the expected trends, this 
information allowed the optimisation of the SX design for the workloads 
which were actually being and going to be run. The trace data was used 
during the design and development process to predict performance for a 
number of workloads and used for exercising high level models in order to 
identify bottlenecks in proposed designs.

1.2 O utline Node D escription

The SX node consists of four units
Order Code Processor OCP
Input Output Processor IOP
Inter-Node Processor INP
Store

Although these units are logically separate, much of the functionality of the 
INP and IOP is provided by the OCP.

The basic information flow -  data and control can be represented by the 
following diagram:-

2 The SX Order Code Processor

The SX OCP is a heavily pipelined design. At the highest level it consists of 
four asynchronous units.

198 ICL Technical Journal November 1990



Fig. 1 Conceptual data and control flow in the SX node 

Scheduler
Upper pipe -  address generation 
Data slave 
Lower pipe

The Upper Pipe;T)ata Slave and Lower Pipe are often considered as a single 
unit -  the engine.

2900 order code is fetched by the scheduler and then decoded to give a 
sequence of Picode which the engine then obeys. Picode is the implementa­
tion order code of the SX OCP -  it takes the place of microcode on previous 
machines but is at a higher level, much closer to the 2900 order code. Picode 
is executed by the engine.

Each unit is internally pipelined with typically four stages. The internal 
stages of different units are effectively overlapped. This allows an output

Fig. 2 The SX pipeline
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from a unit to be generated before that unit reaches its last internal stage. In 
the engine there are a total of 13 stages but after accounting for stage overlap 
only 10 are visible due to the overlap between stages. In the total pipeline 
there are 17 stages with 14 visible.

Each of the four units operates asynchronously. There is a queue of up to 16 
instructions between stages -  the parameter files. This allows the pipeline 
utilisation to be maximised. Instructions are executed in strict chronological 
order this is a rule imposed by the Series 39 architecture -  and completed at 
a maximum rate of one per beat. Although completed in strict chronological 
order the slave will handle instructions in any valid order. This allows store 
accesses to overtake one another subject to strict rules and hence allows the 
possibility for two read instructions to be completed in reverse chronological 
order provided that the destination registers were different and that no 
conflicting writes appear in between. The lower pipe will ensure that the 
final terminations are in the chronological order.

The pipeline handles two separate streams, the A and the B stream. The A 
stream is used to execute 2900 order code, the B stream to provide system 
level support. There is communication between the two streams in order that 
certain activities may be co-ordinated. This is handled by two First In First 
Out buffers, an A to B and a B to A. These cause events to be generated on 
the target stream. The use of two streams has the effect of maximising the 
pipeline utilisation by absorbing the slack caused by store latency etc.

All registers are held and maintained by the lower pipe, for both streams -  
each stream has its own copies of the register set. Copies of certain registers 
are held in the upper pipe and the scheduler in order to improve performance 
by reducing the latency of access. The upper pipe holds copies of all registers 
which can be used in address generation and attempts to maintain them, but 
in certain circumstances it cannot. A prime example of this is when the 
register is loaded from store. In these cases the register will be updated from 
lower down the pipe. In general this update will come from the lower pipe; 
however in certain circumstances the slave will provide the data directly. This 
has the advantage of significantly reducing the latency for certain updates. 
This leads directly to a performance improvement for the OCP.

Like any other pipeline the SX pipeline needs to be reset after certain events 
such as an incorrect jump prediction. In this case the current instructions 
being executed by the pipe must be abandoned. This is handled by resetting 
the pipe and then updating any slaved copy of a register with the current 
master value from the lower pipe. This is an expensive event and the 
frequency must be minimised in order to maintain the performance of the 
pipe. This was achieved by developing a very effective jump prediction 
mechanism.

Interlocks between units are handled using a scoreboard-like technique. This 
is intentionally “imprecise” in that instructions in any unit will start
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regardless of the state of the scoreboard. At the end the scoreboard is used to 
determine if that instruction has been completed successfully. This allows 
many of the bypasses between stages -  where data is fed back up the pipe -  to 
be used. The effect is a net gain to the performance of the pipe.

2.1 Scheduler

The scheduler is responsible for fetching the 2900 instructions (PLI = Primi­
tive Level Interface) and for translating them into sequences of Picode which 
will be executed by the engine.

PLI fetches are satisfied either by the fast code slave, the slow slave or by the 
store. Picode fetches are satisfied by the Picode RAMS (a special case) and 
also by the fast slave, slow slave or main store.

A sophisticated jump prediction mechanism is implemented for the 2900 
order code. It is essential in order to maximise the performance of the pipe. 
Without this feature, the number of jumps in normal instruction streams 
would disrupt the pipeline and reduce the performance dramatically. Various 
jump prediction mechanisms have been investigated in the past giving 
various results depending on the workload. The method chosen for 2900 
order code on SX is to access an indicator, using a hash of the jump 
instruction address, which predicts if the jump will be taken. The indicator is 
set based on the behaviour of the jump instruction in the past. A simple by 
IK by 1-bit RAM is used to hold the jump prediction table. This gives a jump 
prediction accuracy of over 85% on typical workloads.

Picode has a different jump prediction mechanism. All Picode jumps contain 
an indicator as to whether the jump is likely to be taken or not. In the design 
of the Picode it was easy for the programmer to determine which way the 
jump was likely to go, setting the indicator accordingly. This has resulted in 
very high prediction accuracy for Picode -  in excess of 95%.

2.2 U pper p ipe

The upper pipe is responsible for address generation and for the execution of 
simple instructions.

Address generation for Picode, which maps very closely to 2900 PLI, is a 
relatively simple task BUT is complicated by the architectural rules associ­
ated with 2900. The upper pipe handles all these cases. It will check stack 
addresses to ensure that they do not fall outside the stack frame and will 
check that code area addresses are within the current code area.

Some simple instructions are executed directly by the upper pipe. These are 
restricted to simple register/literal operations or register/register operations. 
This has a significant effect on the performance of the pipeline by reducing 
the effect of pipeline stalls introduced by register dependencies. If the unit did
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not execute the instructions directly, the latency of a register update would 
be the complete length of the engine pipe; this would clearly be unacceptable.

2.3 Slave

The slave is essential to the OCP design as it provides fast access for both 
code and for data. A multi-level slaving system is provided with fast code and 
data slaves supported by a slow slave and finally the main store. I/O is 
always direct to main store. A logical view of the slaving system is shown in 
Fig. 3.

Fig. 3 The SX Slave Hierarchy

The slave handles access to all operands, those in virtual store, real store, 
image store (control areas) and working store. Even operands which do not 
require any slave access, such as literals, are passed through the slave. Image 
store and working store are special areas within the fast data slave. Image 
store is used for machine control; typically it is used for communication 
between the independent units of the machine such as the I/O system.
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Working store is special store dedicated to the Picode and will typically hold 
architectural and process control information.

2.3.1 Slave h ie ra rchy  The slave has a number of specific slaves used for 
different purposes which together can be viewed as a hierarchy.
fast code slave 128 lines of 32 bytes -  fully associative 
fast data slave 32 lines of 32 bytes fully associative
slow slave 64Kbytes, 32 byte cells, 4 way semi-associative

The fast code slave exists within the scheduler. It is used to hold code for 
both 2900 PLI and for Picode. It is directly in the internal pipe of the 
scheduler and as such costs one pipeline step to access.

The fast data slave exists within the engine. It holds all data read from the 
store. Associated with each line of the fast slave is a set of byte-valid markers. 
These indicate the validity of the bytes within the cells and are used to 
eliminate the need for store access on cell creation. Access to the fast slave is 
in the engine pipeline and as such costs 1 beat to access, which is part of the 
pipeline delay. The fast data slave is a delayed write-through slave. Only on 
an explicit prompt or when the cell needs to be re-used is the cell written to 
the slow slave and/or store. This has the effect of greatly reducing the store 
bandwidth required for write access; the fast data slave behaves as 32 store 
buffers.

For the fast code and the fast data slave when a cell is to be re-used the 
current data is unloaded into the slow slave. This is the only route by which 
data can get into the slow slave (except for address translation tables see 
below).

The slow slave supports both the fast code and data slaves. It is split into four 
parts of 16Kbytes each, one holding code, one holding data and two holding 
address translation tables. The slow slave is probably mis-named, the penalty 
for access to the slow slave being only 2 beats, slower than the fast slave but 
as fast as (most) slaves in previous machines.

Slaving the address translation tables is an innovation on SX. Previous 
machines have never slaved address translation tables, only “Current Page 
Registers” (CPRs) which are manufactured from the address translation 
tables. Slaving the address translation tables provides fast access to the 
translation data which results in fast creation of the address translation slave 
entries. This is important as it allows the number of address translation 
slaves (CPRs) to be relatively small.

2.3.3 Slave su pp o rt o f  address trans la tion  A number of Current Page 
Registers (CPRs) are held for both code and data. These map the virtual 
address to the real address and provide information on the protection levels 
of the page. In addition separate CPRs (global CPRs) are used to map virtual
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addresses which are indirect virtual addresses which map to a global virtual 
address. The CPRs are fully associative with a least recently used (LRU) 
replacement algorithm. The CPRs are allocated as follows:

Code 6 Global
6 direct

Data 6 Global
12 direct

The address translation process relies on both the global and direct CPRs. A 
virtual address is first translated using the global CPR. If the address is 
indirect then the global CPR recognises it and replaces it with the global 
virtual address. The address is then presented to the direct CPR which will 
generate the real address and all the protection information required. Both 
the global and direct CPRs are directly accessible in the slave pipeline. In this 
way the cost of global translation is eliminated. On previous machines the 
cost of indirect address translation has been very high, up to 50% greater 
than direct address translation. Global areas are used to share data between 
virtual machines which is a facility heavily used in OLTP systems. The 
substantial improvement in the cost of address translation has the effect of 
significantly improving the performance of TP systems without impacting 
other workloads.

2.3.3 Slave C on tro l In terface  On SX the operating system has a proce­
dural interface to the OCP which is used to manipulate the address 
translation tables. The information passed is used by the OCP to determine 
what action must be taken in order to maintain the slave. This is another 
example of the tendency to offer higher level interfaces to the operating 
system in order to insulate it from changes in the underlying hardware. The 
effect on SX is to minimise the cost of slave clearances leading to increased 
slave retention. This has a direct influence on the machine performance.

2.3.4 Data a lignm en t The slave is responsible for operand alignment for 
both read and write data. When store data is read whether it is supplied by 
the fast slave, slow slave or main store it is aligned before being presented to 
the lower pipe. Similarly when data is being written it will be byte-aligned 
before being written into the slave cells. This gives the machine access from 0 
to 8 bytes on any boundary, including page straddles. It is the first machine 
developed by ICL which is capable of doing this and makes SX the first truly 
byte oriented VME machine. Byte oriented access simplifies the Picode in 
that it never has to handle complex cases explicity such as when a six-byte 
field is contained in three words. It also simplifies the validation process for 
the Picode as the special cases do not have to be tested in every sequence.

2.3.5 Execution sequence  The slave is not constrained to operating on its 
input request stream in a chronological order. The slave will action VALID 
requests in the “oldest first” order. This has the effect of allowing the slave to 
do operations which are not in sequence. The slave continues to fetch data
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and often will fetch data ahead of when the lower pipe will require it. This has 
the effect of improving the overall pipe performance.

2.3.6 RAM p ro tec tion  Hamming correction is provided on all data areas 
for improved reliability and integrity. This is an improvement over previous 
designs where Hamming correction was provided on the main store but only 
parity error detection on other data stores.

2.4 Low er p ipe

The lower pipe includes the main execute mill. It supports functions for all 
the Series 39 data formats: integer, decimal, floating point and logical.

The lower pipe provides complex functions such as floating point multiply 
and divide. These are micro-sequenced using a soft control program held in 
very fast RAM -  the execute mill microcode. The lower pipe operates on a 64 
bit data flow. This improves performance as 2900 uses 32-, 64- and 128-bit 
operations although 128 is infrequent.

In addition to the mill function the lower pipe updates the registers from a 
mill operation. This will result in copies of that register held in the earlier 
stages on the pipe (typically the upper pipe) being updated.

Only instructions which successfully terminate can result in register updates. 
Instructions which terminate unsuccessfully -  Virtual Store Interrupt, Pro­
gram Error etc. cause an exception which results in the appropriate 
exception handling code being run.

The sequence of execution of the lower pipe is strictly chronological. 
Although the proceeding stage (the slave) executes instructions in any valid 
order, the instructions must be terminated chronologically. If this was not 
the case, restart after a virtual store interrupt etc. would be extremely 
difficult!

3 Picode

Picode is the native order code of the SX machine. It is fetched by the 
scheduler and processed by the upper pipe/slave/lower pipe. Picode has been 
designed explicitly for the SX machine which is a 2900 execution machine. As 
such many of the 2900 concepts, such as descriptors, are built in.

Picode is unlike the previous low level order codes on Series 39 machines in 
that it is not a microcode. Picode is at a much higher level than microcode 
but slightly lower than the 2900 order code. Unlike microcode there are no 
timing rules associated with Picode. Each instruction executed is indepen­
dent: interactions are only through the operands addressed by the intstruc- 
tion. This is enforced by the hardware. Picode execution is atomic in that it is 
either completed or not, it cannot be interrupted part way through.
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Picode has access to a larger register set than the 2900 order code. Nominally 
the 2900 register set is duplicated BUT the individual 32-bit components of 
larger registers are accessible. Each instruction operates on two operands, 
one of which can be in store. Both are used as source operands and one is 
used as the destination.

Picode is held in virtual store and is accessed through slaves in the scheduler. 
Three levels of slave exist for Picode, a very fast Picode RAM, the fast code 
slave and the slow slave. Separate Picode stores are used for the A and B 
streams with independent Picode RAMs for each. Each Picode RAM 
holds IK instructions which correspond to the first IK instructions of the 
Picode in store. The Picode RAM holds performance critical code -  code 
which if held in the slave would be “thrashed out” by other less critical 
code.

PLI Execution is handled by translating the PLI into a Picode Sequence 
which is conceptually fetched from store and fed down the pipe. Since Picode 
is slaved the cost of fetching it from store is virtually eliminated. The basic 
Series 39 PLI is implemented in a very small amount of Picode -  about IK, 
the complete Picode for all PLI is less than 4K. This is achieved by providing 
a mechanism in the Scheduler which maps the Series 39 PLI onto a Picode 
template. Functions, registers and operands are replaced by changing the 
template into the real Picode instruction. The majority of executed PLI will 
map directly onto 1 Picode.

The Picode and hardware combine to optimise for the normal case. The 
normal case is executed as fast as possible. In order to support all other cases 
a special facility is provided called “warp”. This causes the abnormal case to 
generate an exception event which causes entry into a special Picode 
sequence which will then perform the required action. “Warps” are vectored 
in that a specific sequence is provided for each. The “warp” behaves like an 
escape sequence in that at the end the originating sequence is returned to. In 
many cases the “warp” is generated by the slave as a result of an operand 
access. The operand access is converted to an access to the special working 
store where a picode address is found. This is then used to force a jump to the 
appropriate sequence.

Optimising for the normal case is also applied to the detection of program 
errors. In order to improve performance of the PLI implementation certain 
architectural checks which could result in a program error are handled 
imprecisely. Effectively the check is applied BUT the resolution is only to the 
instruction. A special Picode module -  Resolution of Program Errors 
(ROPE) -  is entered which emulates the instruction in order to determine the 
error precisely.

In addition to PLI support, Picode is used for all system level functions, 
which include
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Multi-node support 
IOP support
I/O protocol support (VME sub-system)
Node support (diagnostics etc.)
Etc.

This accounts for the majority of the Picode. In excess of 40K instructions 
are used to support the system level functionality. Such a large amount of 
storage would have been prohibitively expensive and could not have been 
implemented within the constraints imposed by the technology. Holding the 
Picode in main store and relying on very good multi-level slaving has 
allowed the use of large amounts of control function to be implemented in 
Picode without significantly degrading system performance.

4 Input/Output system

The input/output system on SX provides up to 16 Macrolan channels. These 
are used for all peripheral access to both fast and slow devices.

The I/O hardware is made up of a single Macrolan Channel Concentrator 
and up to 16 macrolan daughter boards.

MCC=Macrolan Channel Concentrator 
Fig. 4 The SX I/O Interfaces

High speed I/O is driven using the same VME interface as was used on 
previous Series 39 machines -  this has removed the need to change VME for 
all disc and tape driving.

For low speed devices the OSLAN protocol is handled over the Macrolan. A 
new subsystem has been introduced to VME -  Remote Coupler Handling -  
to support this. This packages up the OSLAN data and passes it over the 
Macrolan to the Macrolan to Oslan Gateway (MOG) which then drives the 
OSLAN.

As on previous Series 39 machines the OCP supports the VME operating 
system by providing high level functionality for I/O driving. Logically the 
I/O driving software exists as part of VME; however the performance critical 
paths of the I/O interface have been implemented in Picode and are called
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directly (and indirectly on interrupts) from VME. On SX this code has been 
extended to support the Remote Coupler Handling software.

The OCP supports the I/O by use of special stream B Picode. This is assisted 
by the use of special hardware entry points which direct the Picode to the 
appropriate sequence.

5 Multi-node

Multi-node systems are an important part of Series 39 strategy and hence 
essential for the SX system.

Series 39 multi-node systems are built around a number of nodes running a 
single coherent copy of the VME operating system. These nodes may be 
physically separated by up to 2 kilometres. Nodes may share virtual store by 
replicating that store on the different nodes. The replicated virtual store is 
maintained by the inter-node service without the intervention (in normal 
operation) of the operating system.

Experience of past machines has indicated that the performance of the inter­
node service is highly dependent on the amount and type of inter-node 
traffic. In order to ensure that the SX inter-node service could handle all 
levels of workload, extensive simulation, using trace data from the L80, was 
carried out.

All previous implementations of the inter-node service have been signifi­
cantly different, resulting in different VME sub-systems for the control of 
each. SX has introduced a new high level procedural interface for inter­
node service control allowing VME to be insulated from the implementation 
of the inter-node service. It is now possible to replace completely the inter­
node service below the VME interface without changing VME. This is a 
direction more of the VME interfaces will take in the future giving greater 
flexibility to the hardware designers while reducing the demands on VME to 
“box follow”.

Due to the high performance of the individual nodes in an SX multi-node 
system, a high performance inter-node service is required. This is because an 
increase in node performance increases the amount of multi-node traffic. 
Handling this becomes a factor limiting the overall system performance. 
Nodes may be separated by up to 2 kilometres but this has an impact on the 
multi-node performance due to the message latency, primarily for synchroni­
sation events.

The SX inter-node service is based on multiple glass fibre links -  as have all 
previous services. Four optical fibres may be used as data links and one for 
chronology. For resilience and system partitioning purposes a second token 
ring is provided.
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Fig. 5 The SX Multi-node Interface

This is a Macrolan Port Switch Unit (MPSU) which connects the 
Lan into a ‘ring structure’.

All Macrolans use the same optical fibre technology-Macrolan 200.

Note: only one TSN ring is active in a four node system. When the nodes 
are partitioned one TSN ring is allocated to each partition together with a 
number of data LANs.

It is a requirement of the Series 39 multi-node system that a coherent store 
image is maintained. On the current multi-node systems, store can be 
replicated on different nodes, and this replicated store image must also be 
maintained coherent. This is achieved by applying a strict chronology to all 
writes to this store. On SX the chronology is provided by means of a Token 
Serial Number -  TSN -  which is carried by the single token on the TSN ring.

A node wishing to transmit a public message waits until the token arrives on 
the token network. In addition to a serial number the token provides 
information on which of the data LANs are currently in use. Providing a 
LAN is free the node will acquire dedicated access to a data LAN and 
indicate this in the token. The token is not stopped; it is changed as it passes 
through the node. The node now transmits the message on the data LAN has 
acquired. Nodes which receive the message all “acknowledge” the message.
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Once all nodes have acknowledged the message -  a protocol within the data 
LAN -  the message is deemed complete. The OCP is then informed. The 
sending node clears the information indicating the LAN is in use when the 
token next passes.

By separating the implementation of chronology and of data transmission, the 
latency for messages is much reduced. The circulation time of the token is 
fixed; it is independent of the traffic on the data LANs. This reduces the latency 
for semaphore operations which are c ritica l to the performance of the system.

SX has introduced blocking to the transmission of data on the inter-node 
network. All outstanding messages are transmitted when a data LAN is 
acquired as a single “block”. In a similar way multi-node traffic as a result of 
moves to public areas is “blocked”. A string order which writes to an area 
which would result in inter-node traffic has the writes buffered. Only when 
this buffer is full or when the string order completes is the data actually 
transmitted. This significantly reduces the data LAN utilisation with corres­
ponding improvements in performance.

As indicated above all replicated store must be maintained coherent across 
all nodes. It is possible that a write from one node clashes with a write from 
another -  the same store area is being written concurrently from two 
processes. To avoid this resulting in different values in the stores a clash map 
is implemented in each node. If a write from another node addresses the same 
store area before a write from the current node is completed, ie before the 
OCP is informed that all nodes have acknowledged the message -  then a 
clash has occurred. If a clash has occurred then the nodes own writes are re­
applied as they return. The clash map -  implemented in the slave detects 
the condition and inhibits all reads from this area, otherwise the OCP would 
have to be stopped until its outstanding writes were completed. This has the 
effect of maintaining performance as the resolution on clashing addresses is 
so high that clashes rarely occur.

6 Conclusion

SX is the most complex and powerful machine ever built by ICL. It has 
combined technology provided by Fujitsu with design skill and experience 
from ICL. SX has been a challenge to the designers and implementors. Many 
new and complex features have been introduced into the node, features 
which will be exploited in future designs.

The result is a high performance, highly reliable system capable of satisfying 
a large range of customers’ computing needs.
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Abstract

This paper gives an overview of the design processes followed during 
the design of the SX system.

It covers some of the major initiatives and innovations and specific­
ally highlights the extensive methods employed in design verification.

Tools described include performance models for OCP, I/O and inter­
node, software emulation techniques, hardware simulation and test 
software.

The paper also contains a description of the design control and 
measurement methods.

1 Introduction

The continued improvements in silicon technology and the increases in 
complexity have necessitated that the design of the SX system uses design 
methodologies which are innovative, rigorous and give orders of magnitude 
improvement in the quality of the design compared with previous processor 
designs.

The methodologies and associated development routes described here cover 
the design of the hardware, the associated microcode known as PICODE 
and the node support computer (NSX).

There are many examples within these areas where a high level of innovation 
can be shown and this paper focusses on some which although particular to 
SX may be of interest and applicability to many areas of system design.

All of the initiatives are a direct result of analysing the problems encountered 
on previous projects and looking at areas for improvement whilst at the same 
time taking into account the advances made in the hardware and software 
tools that are now available.
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To set the context for the following sections, reference to a generic 
development route is helpful -  see Fig. 1. This ‘V’ diagram illustrates the 
stages of design from system down to implementation on the left hand side 
and stages of test from unit up to system on the right.

Fig. 1 Generic development route

The aspects of this development route which will be covered are the design 
and development activities, i.e. from Requirements through to Imple­
mentation. Particular emphasis has been placed on the System Veri­
fication, Simulation and Evaluation and Test Bed activities which have 
demonstrated considerable success in the System, Picode and Hardware 
Design processes.

2 Requirements/system design

Fig. 2 shows an outline of the overall design and validation process in terms 
of the design data decomposition and the verification method for each level. 
For example, the logic description is validated by the use of the MSIM logic 
simulator.

This section will describe the requirement setting process and two of the most 
innovative and valuable verification techniques used at the System Design 
stage. These are:-

HAM -  High Level Architecture Model, 
and

SIMULA -  A model of I/O and multi node capability.

The other design validation methods will be described in Sections 3,4 and 5.
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DESIGN DATA CORRESPONDING VALIDATION 
PROCESSES
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Multi Level Simulation 
Logic Simulation

PHYSICAL DESCRIPTION Gate Level Simulator

Fig. 2 Overall design and validation process

2.1 Requirements

A top level Statement of Marketing Requirements is formed reflecting the 
customer requirements. This is mapped to a System Definition taking into 
account technology information and the Business Case. Having established 
an issued System Definition containing targets for the various system 
attributes, the mapping and decomposition of these requirements is an 
important process.

In the case of SX, system attributes were managed by setting up orthogonal 
review mechanisms which were led by Systems Architecture and drew 
together expert areas of the Division. Thus, attributes such as performance, 
reliability and maintainability could be monitored and assessed. Component 
and system reliability models were constructed and updated with lower level 
design data at appropriate times during the development life cycle.

Performance models will be discussed in more detail later.

Facility teams were also created within the Development teams and a three 
level Requirements mapping and review mechanism established. These multi 
disciplinary teams each investigated specific areas of the design and agreed 
the definitive set of requirements for that area. These included, for example,
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Memory, Order Code Processor, Diagnostic Control and Engineers 
Facilities. These high level requirements were then reviewed at three stages:-

The definition of what facilities were to be implemented (RO), how they were 
to be implemented (Rl) and then the mapping of these facilities to functional 
partitions of the design (R2). The completion of this stage allowed detailed 
design implementation and verification to proceed.

2.2 HAM

The High Level Architectural Model -  HAM (patent pending) is a model 
used to predict the performance of the SX system. It is a behavioural 
synthesiser -  that is to say, it does not execute operations. It builds up a 
behavioural picture of the node by using information derived directly from a 
Level 80 which is monitored whilst running standard customer benchmarks. 
This is combined with architectural functional patterns extracted from the 
design state of the SX node.

HAM is a model of the pipeline and slaves in an SX node which simulates 
their behaviour and interaction.

This modelling is achieved by decomposing the 2900 PLI [PLI = Primitive 
Level Instruction -  the range compatible order code for Series 39] into 
individual pipeline relationships which are used to determine the behaviour 
of the model. These relationships identify the functional interactions which 
enable designers to calculate the performance costs of pipeline hold ups.

Virtual addressing information is also supplied to the model which permits 
slave algorithms to be assessed.

This meant that both “what if” scenarios in the design and changes resulting 
from practical design implementation could be modelled, giving accurate 
predictions of system performance.

One of the major advantages of HAM is its speed of operation which is one 
thousand times faster than conventional simulators. The resultant power 
advantage enabled realistic benchmarks and workloads to be run.

Significant effort was put into the extraction of real time paths through the 
running of benchmarks on Series 39 to capture instruction streams and 
addresses. This ensured that the model was not working on a statistical basis 
but on real PLI streams. The major benefit of this was that the pipeline 
operation and slaving were verified and established early in the design life 
cycle.

The model was used throughout the SX Development to monitor system and 
workload trends and give early and accurate performance assessments which 
were fed back to the corporate review process and confirmed that the project 
was on track to meet customer requirements.
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2.3 Simula

The design of the I/O and inter-node subsystems was modelled using a 
variant of the Simula [a derivative of ALGOL] programming language. The 
system, Discrete Event Modelling in Simula was derived from a development 
by G. Birtwistle in 1970 [Ref 1],

Simula is a behavioural model which predicts I/O and Internode perfor­
mance using standard queueing theory and statistical methods.

During the early design stages, basic requirements must be thoroughly 
understood. For I/O these requirements are usually specified as throughput 
rate and for inter-node as the performance degradation seen as a result of 
adding more processing nodes.

The I/O subsystem was modelled with particular emphasis placed on buffer 
sizes and processor loading. The bulk of I/O traffic consists of packets of data 
flowing between the node and the disk subsystems. Analysis was made of 
standard benchmarks to understand traffic profiles and provide parameters 
for the Simula models. The model was run in varying I/O configurations and 
a check made for any non-linear behaviour, for example data buffer overflow 
on peak traffic loads.

The I/O model was run with various limit conditions to ensure that the design 
was stable, could meet requirements and proceed to the next design stage.

The inter-node system model was developed to enable performance predic­
tions for various multi node configurations and differing physical separations 
between nodes. As with the I/O model, behavioural information from 
various benchmarks was analysed to establish statistical patterns of informa­
tion, in this case internode traffic.

In a multi node system, one of the prime causes of performance degradation 
is the loss of processing time when a node needs to resynchronise its local 
memory with that of other nodes. Synchronisation is achieved in 2900 
architecture with PLI semaphore instructions. The distribution of these 
semaphores, together with node separations, was modelled to predict total 
system performance.

The model runs on a Series 39 mainframe and requires relatively small 
amounts of processing power. Graphical input is now available on SUN 
workstations which makes the Simula system an extremely flexible and useful 
tool in the System Design environment.

3 PICODE design process

One of the most notable process improvements and successful design 
implementations in the development of SX was in the area of PICODE
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design. PICODE, which is the native order code of the SX machine, is a 
derivative of Series 39 Level 80 microcode.

The delivered quality of the PICODE shows a twenty times improvement 
over its Level 80 counterpart in terms of faults found after prototype switch 
on. The two most significant contributors to this improvement were the 
design and implementation of a disciplined High Level Design process and 
an innovative module validation process, the Picode Test Bed (PIT).

3.1 High level design process

Fig 3 shows a simplified diagram of the overall PICODE design process. The 
High Level Design Process takes as its starting point the definition of the 
primitive level interface and the requirements from the R1 stage. PICODE 
specification documents are then generated for specific modules and each 
module is then flowcharted. PICODE source is then written and the source 
files are then linked into hierarchic structures and directly to their equivalent 
flow chart boxes using the SX design database. [Section 6].

It should be noted that one of the most fundamental aspects of the process is 
that design reviews, or desk checks where appropriate, are held after each 
stage. So for each specification, flow chart or source module generated, a 
formal review was carried out.

Fig. 3 PICODE development process
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This review was fully defined in terms of procedure, input and output criteria 
and was performed and recorded by an independent member of the team.

Design control was performed via the SX Design Database which provided 
comprehensive build and control facilities. This precluded erroneous release 
or progress to next stage, and gave up-to-date and accurate audit trail 
information.

This highly disciplined approach meant that a very large proportion of 
faults were removed early.

A fault feedback mechanism was designed into the development process and 
fault information was centrally logged and analysed against targets for each 
design stage. A significant achievement was that 66% of all faults were found 
prior to the Module Validation stage.

3.2 M odule  va lidation  process

Module validation on PICODE uses a particularly innovative environment 
-  the PICODE Testbed or PIT, which allowed validation of the PICODE 
totally divorced from any hardware environment.

PIT is an emulator which permits PICODE to be tested, using specific and 
range defined standard tests. It provides a facility for testing sequences, 
executing PICODE and tracing execution paths. The definition of the 
hardware is provided by the hardware teams in the form of PICODE 
Procedures (PIPROCS) which are captured in the PIT environment. Com­
piled PICODE is input to PIT and then executed. One further facility is the 
ability to write test scripts to enable sequences to be initialised and executed 
in a controlled manner.

Tracing facilities are an integral part of the system.

The test software suite supported by PIT includes -  PLI definition tests, 
Normal Commissioning Routines (NCRs) and Range Defined Tests (RDTs). 
These latter two test suites are identical to those run on Series 39 and SX 
prototypes, therefore maximising test cover and ensuring range compatibil­
ity.

All outputs from the PIT runs were audited prior to build and release. 
Design control was maintained by marking the correct status in the SX 
design database to enable the build stage to commence.

The prime benefit of PIT is that through earlier exposure to range defined 
test software, the faults are removed which would otherwise have been found 
on prototype hardware. In addition, early bug free and functionally proven 
PICODE (and test software) was available to the hardware simulation 
environment (MSIM) for hardware design verification.
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4 Node support processor design process

4.1 H igh leve l/low  level design

The Node Support Processor for SX has exploited structured design 
methods based on Ward & Mellor [Ref 2], supported by CASE (Computer 
Aided Software Engineering) tools. The software package is the design 
capture product EXCELERATOR/RTS and the supporting hardware a 
network of ICL professional work stations (DRS M60/M80), with links to 
dedicated VME service systems.

Adopting this approach, has provided a formalised design method that 
enforces a common way of expressing a design -  a common language. This 
leads to improved communication within the project, consistency in the 
design and significant improvement to the review/audit process.

EXCELERATOR/RTS provides automatic checking of the validity of the 
design and improved ease of maintenance -  any changes to one area can 
immediately be checked for impacts to other areas of the design.

Designs can be expressed through a combination of Context Diagrams, 
Transformation Graphs, State Transition Diagrams and Entity Relation­
ships, all of which can be checked for consistency with each other at the 
various levels of definition.

The context diagram
This shows the external interfaces to the system at a high level and is used to 
ensure there is agreement on the original requirements.

The transformation graph
This considers what processes are needed to handle data and control flows. 
The flows of data are shown as solid lines and the flow of control as dotted 
lines. This is the first level of decomposition and will show a number of 
processes.

The state transition diagram
This allows the same set of processes to be represented in a different way 
showing how the system moves from one state to another.

The entity relationship
All the information captured in these diagrams is organised into entity types 
that represent the basic components of the system and many instances of an 
entity type will exist. Each instance is called an entity, and with large and 
complex systems it is easy to lose track of how these entities relate to each 
other. This diagram captures these relationships.

Figure 4 is an example of a context diagram for one module of the 
application firmware, in this case a top level representation of the application
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firmware. It is typical in terms of showing a mixture of data and control flow 
and the level of information conveyed by such diagrams.

As part of the assessment of the technique, comparisons were made taking 
the original ‘text only’ design information for a particular module of design 
and the equivalent ‘structured’ design information. Critical analysis showed 
two thirds of the text was superfluous ‘padding’ that was not helping the 
understanding and the same level of understanding could be communicated 
in a few simple structured diagrams.

The benefits from the use of structured design methods and the particular 
implementation strategy adopted went well beyond the expectations of the 
team and showed quite clearly that it was a more cost effective process. A 
further benefit was the prevention of errors at the design stage, rather than 
trying to remove them in the later and far more costly integration and testing 
phases. This was borne out by the results of measures put in place across the 
complete development route.

4.2 NSX firm w are test bed

The test bed phase of firmware development has proved to be a major area 
of improvement to the development route. It has allowed extraction of a 
large proportion of the residual faults post compilation of the code. This is 
in line with the fault removal targets of 40% in desk checking and 40% 
in Test Bedding, leaving only 20% to be found on test rigs or prototypes 
prior to full scale SX system integration. This compares with previous 
developments where only 25% of the faults were extracted in the Test Bed 
phase.

The NSX incorporates an INTEL 286 microprocessor that runs PL/M-86 
programs. The project already had in place a network of DRS M60 
workstations which allowed the PL/M-86 code to be tested in a proven test 
environment before being exposed to the NSX hardware.

However, it was noted that there had been no method of analysing the extent 
of test cover provided by the test bed, so the development team searched for 
software tools that could be used to do this.

A PL/M-86 version of the LDRA TESTBED software package was selected 
and installed. This provided not just a check of the testing level of the code 
modules, but also checks on the structure and use of non-standard code. As 
part of the assessment of the tool, existing Series 39 firmware was analysed 
and this revealed that the test cover had averaged only 60% -  showing 
considerable room for improvement.

The LDRA TESTBED is a software testing and assessment product with 
built in quality management facilities for providing report and summary 
information, and it can run on most operating systems; in our case, VME.
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Two types of code analysis can be carried out -  Static and Dynamic.

STATIC analysis looks at three areas -  Standards, Complexity and Structure 
and Fig. 5 shows a typical set of results from a run on some modules of the 
SSP firmware.

Module
Name

Version
No.

Version
Lines

Executable
Lines

P rocedu res S tanda rds Complexity S tructured

COST 1.18 2225 1280 10 4% 5 Yes

COMJOB 1.05 1586 648 38 4% 0 Yes

COMMON 1.66 2989 1227 35 5% 2 Nd (1

COMNMU 1.24 2176 789 19 1% 2 Yes

CPLRT 1.23 1675 746 18 0% 1 Yes

ILRT 1.11 1312 574 17 1% 1 Yes

LIGHTT 1.20 1183 473 18 4% 1 Yes

NODCHG 2.10 1541 707 12 0% 4 Yes

NODCOM 1.69 3170 1535 27 4% 8 No (2

NODDED 1.32 1826 865 15 1% 5 Yes

NODDES 1.08 789 346 7 2% 2 Yes

NODDFS 1.17 1492 693 11 1% 4 Yes

NODOPR 1.08 756 295 5 1% 2 Yes

NODDSS— 249 41 3 ____r>QA ---- 0 Yes

149 ------------- '

Fig. 5 Static analysis results

The standards penalty is shown as a percentage and indicates the percentage 
of the code that contravenes the standard. These standards are customised 
from a standard list that is incorporated into the program. Experience has 
shown that any modules showing with >5% violation should be reworked.

The complexity penalty is measured in a scale of 0 to 10 and indicates 
parameters such as understandability and maintainability. Basically, the 
more complex the code, the more likely that bugs will have been introduced.

The structure check gives a straight Yes/No result based on matching 
templates of acceptable structures with the connection matrix of the basic 
blocks on a module-by-module basis.

DYNAMIC analysis uses regression and development test sequences to 
check paths and sequencing in a running environment and again has three 
areas of assessment of test cover -  Code, Jumps (Explicit & Implicit) and 
LCSAJ’s (Linear Code Sequence and Jump).

Each is shown as a percentage test cover. Code is straightforward executable 
statements obeyed in sequence, Jumps covers control flow branches and 
LCSAJ covers the more complex situations of executable statements se­
quences followed by control flow branches. A set of results is shown in Fig. 6.
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Module
Name

Test
Files

Code % Jumps % LCSAJs %

CPLRT 5 91 89 72

ILRT 3 83 82 69
LIGHTT 1 79 76 50

OVACRT 2 91 83 70

POST 13 92 87 86

PIT 4 91 85 67

Fig. 6 Dynamic analysis results

Experience has shown that there is considerable variation in the figures 
across the modules and the breakpoint at which it is worthwhile writing 
further test sequences varies both with the module and the type of check. 
Analysis has indicated that realistic targets are 90%, 80% and 70% for code, 
jumps and LCSAJ respectively, and any divergence from these figures results 
in an assessment of the test sequences to ascertain whether it is cost effective 
to extend the testing to give better cover for that particular module.

Overall, the Test Bed phase now pulls out 37% of the post compilation 
errors and the desk checking 43%.

5 Processor hardware development route

5.1 Background

Range C om patib ility . The ICL Series 39 range of machines, announced in 
1985, comprised 2 processor designs -  internally code named Estriel and 
DM 1. The range was a “compatible evolution” from the previous 2900 series 
-  it was required that all customer software would run without change, but 
improvements to multiprocessors were made by incorporating nodal archi­
tecture where nodes are interconnected via fibre optic cables. Also, I/O 
channel capacity was improved by the use of similar connections. The SX 
machine is a further compatible evolution -  all customer software must still 
run without change but further improvements, e.g. higher bandwidth fibre 
optic technology, have been made to multi-node and I/O connections.

It is worth noting that compatibility can both help and hinder the designer, 
e.g. the freedom to design a new internal hardware architecture in order to 
extract the optimum from a new technology is considerably constrained -  
compared with the situation of SPARC RISC designers who had no such 
problem. However, one might speculate that difficulties could arise after a 
few generations of SPARC technological evolution have passed and eroded 
their original optimisations. The advantage of the SX case is that several
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generations of test software exist, with which to validate the new design and, 
indeed, ensure that it is compatible with previous machines.

Technology.
SX logic chips are faster (1.6 x) and have higher integration density (3000 
gates vs 400 gates), than those in Estriel. The effect of improved speed is self- 
evident, but other attributes also change:-

First, more gates/chip implies fewer chips/machine, hence reliability is im­
proved. This improvement is compounded by silicon processing improve­
ments which means that a single chip is now more reliable. In addition, the 
design incorporates careful management of soft and hard failures in RAM 
devices to provide resilience. The result is that a single node will only see a 
catastrophic fail once in 2 years. Multi node configurations ensure that even 
this low rate of intrinsic failure is not allowed to crash a customer system.

Second, the risk of chip reworks after prototype switch-on is increased. With 
only 400 gates/chip, the Estriel designers were able to minimise the degree of 
“intelligence” built into the silicon itself. Many of the chip designs were “super 
MSI” style with much design complexity built into the PCB wiring and 
microcode. This meant that most of the design errors found at prototype stage 
could be fixed without changing the silicon. At 3000 gates/chip, the SX style is 
very different. Chip partitions contain so much more logic (with only twice the 
pinout) that complexity has to migrate from the PCB level. Hardware design 
errors now normally result in chip rework, hence the design development route 
placed heavy emphasis on the quality of the design released to build.

Performance
The marketing requirement for SX was to provide an aggressive performance 
improvement over Estriel. This was to be achieved with a processor 
technology 1.6 times faster and a store technology 1.4 times faster. In order to 
bridge the "gap” between the technologies and the performance requirement, 
the SX design needed to be much more complex, and to encompass much 
more functionality [Ref. 3]. The use of Picode retained some “soft” control, 
however many functions previously executed by microcode had to be taken 
on by the hardware. This added significantly to the difficulty of validating the 
hardware prior to design release.

A final perspective is that SX was the most powerful general purpose 
uniprocessor then announced in the world. A large, complex, “hard”, design 
was necessary to implement it.

5.2 P a rtition ing  [see F ig . 7]

It is axiomatic that any large design task is partitioned in organisational 
terms as closely as possible along functional and physical implementational 
lines -  it is a matter of managerial judgement to decide upon the best route to 
steer through the conflicts arising from this bland statement!
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Fig. 7 SX hardware design validation

The SX hardware group was divided into implementation teams of five to six 
engineers each with a leader. Each team produced, and worked to, a “Set 
Specification” which encompassed the whole of the functional design unit 
(Set) for which they were responsible.

As described above [Section 2], the outputs of the system design process 
were documented statements of requirements -  termed “Rl”. The implemen­
tation teams participated fully in the system design and they produced the 
Set Specification for their own design unit from the relevant Rl documents. 
This level of partitioning was finished when all Rl requirements had been 
mapped into implementation (Set) documents. The mapping was audited for 
completeness.

The Set Specification is the top level document for the team -  it details the 
High Level Design (HLD) of the Set, i.e. the implementation of the Rl 
requirements and defines the chip partitioning. From it follow:-
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Behavioural simulation.
Chip design requirement (CDR) -  for each chip.
Test requirements -  to allow software writers to test the Set.
Validation requirements -  to allow simulation engineers and auditors 
to complete the validation of each individual chip prior to design 
release.

5.3 Behavioural simulation [see F ig . 7]

A two level approach to simulation was adopted for SX -  behavioural and 
gate. The features of this approach, as opposed to gate level only, include the 
following:-

Advantages -
a) Behavioural code represents a verifiable specification of the design.
b) Early availability of a working model, enabling design faults to be fixed 

at lower cost.
c) The designer is able to visualise his design in functional rather than just 

physical terms, so providing an in-built “desk check”.
d) Reduced processing power requirement enables a larger test set to be 

run.
e) Bridging of test patterns captured around a unit of design executed at 

behavioural level, into gate level, enables testing of gate level in 
isolation from the remainder of the design.

Disadvantages -
a) Designers require more tool skills.
b) Extra manpower required for coding.
c) Cumbersome route for design fixes later on.
d) Clock and diagnostic services only exercised at gate level.

The SX designers coded a model of each chip, using an in-house simulator -  
MSIM. The code was subjected to a style audit, mainly for understandabil- 
ity. Each model was then alpha tested with specific hand written test patterns 
(ATAP) -  this process removed 85% of code faults and a few design faults. 
The individual chip models were networked together to build the complete 
system model -  this came to 100K lines of code. The subsequent debugging 
identified 400 more code faults and 550 design faults.

5.4 R ange defin ition  exerciser -  RDE [see F ig . 7]

Although simulation is now used in the verification of every significantly 
complex ASIC design, it is important to recognise the limitations of the 
technique. The most obvious of these is performance -  one second of real 
time running of the SX processor is equivalent to one continuous month of 
behavioural simulation running using all the service machine processing 
power available to the design project!!
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Given that fault situations in I/O, inter node, slave and pipleline, can 
sometimes take hours of real time to become manifest, it follows that the most 
test cover possible must be compacted into the least time. In practice, the limit 
on the size of the complete simulation test suite is a few million clock cycles.

Given the complex and “hard” nature of the SX design, the engineers wanted 
to run tests equivalent in cover to an existing range compatible test suite -  
known as Range Definition Tests (RDT). Unfortunately, RDT was, and is, 
well beyond our simulation capability -  a billion clock cycles would take 10 
years to run, without iteration for any fixes!!

However, it was estimated that the ratio of target test instructions to data 
generation and checking instructions was approximately 1 to 10 000. This 
suggested the possibility of removing most of this overhead by running only 
test instructions on the simulation, whilst generating data and checking 
results in real time on a Series 39 host machine.

The resulting tests became known as Range Definition Exercisers (RDEs). 
The method of checking the results relied on the ability of the Level 80 
microcode to monitor register states at the completion of PLI instructions.

The RDEs were run on a dedicated Level 80 with the monitoring microcode 
enhanced to write the PLI visible registers, at the termination of each PLI 
instruction, to a dedicated area of the main store. This area of main store was 
then dumped to magnetic tape and transferred to the service machine for 
processing. Subsequently, this data could be used, together with the System 
simulation model, to compare Level 80 and SX visible register sets at the end 
of each PLI.

There are 17 RDEs, 8 testing PLI and 9 data dependent tests. The PLI tests 
took a total of 150K clock cycles whilst the data dependent tests took 600K 
cycles for single and double length arithmetic, or 7600K cycles if quad length 
was included as well.

5.5 H ardw are specific  test softw are [see F ig . 7]

Each Design team produced a Test Software Requirements document 
identifying areas of their part of the SX design which were not tested by the 
RDEs or other tests. The Test Software Group responded to this document 
with a specification of the tests, which was then reviewed with the project 
before low level program specifications for the Test Software were produced. 
As the tests were specific to SX they could not be validated fully prior to use 
on the System simulation.

5.6 Exhaustive ch ip  va lidation  [see F ig . 7]

A feature of running PLI level test software is that a homogeneous test cover 
of every hardware function is unachievable -  for example, some gates in the
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arithmetic unit may be exercised in nearly every clock cycle in the test, whilst 
some gates in an error management function or slave control may only be 
exercised once after millions of clock cycles of testing. Any efficient test 
strategy must address these “sparse” areas. The hardware specific test 
software (section 5.5) allows for testing the design at a lower level of detail 
than PLI -  using Picode. However, this still leaves some areas of the design 
with little cover.

These areas in SX were identified from the chip design requirement in a test 
requirement document which is chip specific. Bit patterns were applied to 
single chip MSIM models and gate level models, and the results compared. 
These tests were known as Unit TAP (UTAP).

5.7 The fu ture

The foregoing was intended to give an insight into the complexity of a 
modern processor, and into the innovation required to design and validate it. 
Future designs will have even tougher targets to meet, especially reduced 
time to market. The ultimate challenge is to switch on a prototype free of any 
hardware deficiencies -  but a more modest step would be to switch on a 
million gate design with only 10 faults!!

6 Configuration management

At the start of the SX Project, the need was envisaged for a system to allow a 
high degree of control in the manipulation of large volumes of design data 
through many overlapping development steps. Such a system had to provide 
facilities to allow effective control at both design team level, and at system 
integration level. In addition, the system needed to be capable of integrating 
a large number of different design tools into a uniform, interactive, and easily 
usable environment.

At that time no suitable commercial tool was available to meet the project 
requirements. The SX Design Database (SXDB) was, therefore, developed to 
support both hardware and PICODE development. SXDB now provides a 
high level of control, tools integration, data accessibility and performance. In 
most of these respects, SXDB is still ahead of commercially available systems.

The basic facilities of this system are listed below:

1) Product/sub-product version control
2) Audit trail facilities
3) Integrated documentation system
4) Tools invocation
5) Edit facilities
6) Interactive report/enquiry facilities 

Each of these facilities is described below.
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6.1 P rodu c t/su b -p ro du c t version co n tro l

The versioning mechanism used within SXDB was initially invented for the 
CADES database, used in the VME development route [Ref. 4], (The ICL 
DDS system has also borrowed some of these concepts). The basic philos­
ophy is one of having a version state for an entire sub-product. The version 
state of any sub-product is an amalgamation of objects changed at that 
version, plus all other objects “inherited” from lower versions.

The creation of new version states for a sub-product are determined at team 
level as needed by the phased development strategy. Mechanisms are 
provided to lock and freeze version states, to stop further change at any 
particular version.

A “System Version” mechanism allows a single version of each sub-product 
to be related to form a single version of the total SX product. The 
combination of System Version and sub-product version facilities allows 
flexible control at both System and team leader level; in particular, System 
simulation models can be built and maintained for any development stage, 
unaffected by the later sub-product development.

6.2 A u d it tra il facilities

Each version of an object stored/modified in the SX database has a set of 
control details associated with that object. Such details include: date/time 
created, who created it, and intermediate freeze state. In addition, most 
objects are given a textual description for every change applied.

6.3 In tegrated  docum enta tion  system

All documents within the SXDB are assigned their own versions. Design 
documents are directly related to objects within the design hierarchy, and 
mechanisms are provided to record the impact of changes arising from either 
documents or objects.

6.4 Tools invocation

There are two basic classes of tools controlled via SXDB: “loosely”-coupled 
tools, such as the network editors running on graphics workstations, and 
“tightly”-coupled tools. The “tightly”-coupled tools are all invoked directly 
via the SXDB menu interface common to the majority of other facilities, 
including checks, reports, etc.

6.5 Ed it facilities

Facilities for editing of file based design data are provided by SXDB. These 
facilities allow the current design state to be checked-out into a scratchpad 
filestore, edited and checked-in to the database.
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For graphical data the file is transferred to a graphics workstation for edit. 
For textual data, VME edit facilities are utilised under direct control of 
SXDB.

6.6 Interactive report/enquiry facilities

A comprehensive set of interactive reports and enquiries is included within 
SXDB. Each of these is available via the SXDB menu interface, and provides 
fast, online response. Enquiries provide details for a single database object; 
reports provide similar details for multiple database objects selected via 
common attributes.

7 Measurement within the development process

There were two basic reasons why it was decided to apply extensive 
measurement to the development processes. First and foremost, it allowed 
assessment of whether the development was on schedule and whether the 
assumptions made about the many design parameters were still valid.

Second, measurement allows identification of the key factors that control the 
process and ensures they are properly applied at the planning stage of the 
next project. Many of the initiatives this time were based on measures taken 
on the previous development.

The prime measures throughout the development process were directly 
related to the delivered quality of the product. Flowever, another key 
measure is the amount of effort expended in each phase of the development 
route. This directly affects the time to market and needs to be understood in 
detail if management is to make the right decisions on the best use of 
resources.

Taking a simple breakdown of the development route for NSX firmware, the 
synthetics used in the initial planning were as shown in the table below.

Devt Phase HLD LLD CODE DESK TEST M/C
CHECK BED TEST

% Total effort 24 24 10 2 25 15

A user friendly database application was developed that would allow 
individuals to enter details of how they spend their time, and provided direct 
correlation with the planning parameters.

The WORK STATS database provided over 90 separate categories struc­
tured in a three level hierarchy. Input was extremely simple and checking 
facilities ensured all entries were valid.
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The database has been in use since October 1987 and covers the full 
development cycle of several projects.

Extensive analysis facilities were built in allowing extraction of the data to be 
output for individuals or teams, for any category, and over any timeframe. 
Later, incorporation of spreadsheet facilities allowed output to be displayed 
in various graphical forms such as that shown in Figure 8.

bed test
Fig. 8 Effort profile — application firmware development

This gave the breakdown of effort against each of the development phases, 
allowing the planning synthetics to be monitored directly. Comparison with 
the initial planning synthetics shown above highlighted variations that 
needed to be assessed.

Particular points to note are that the effort prior to coding accurately 
matched the synthetic and, more dramatically, the effort required for on-line 
machine validation was reduced from the expected 15% to less than 4%.

8 Concluding remarks

The development routes cover an amalgamation of tools, methods, checkpo­
ints, metrication and design control. The successful implementation of this 
methodology however requires discipline and commitment from each and 
every member of the team. This commitment has resulted, to date, in an 
order of magnitude improvement in the delivered quality of the products.

The processes described are a few of the many involved in the development of 
SX. The challenge with each mainframe development is to understand our
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processes better and identify where changes to the methodology, techniques 
or tools can lead to the levels of improvement needed to maintain our 
position at the forefront of mainframe development.

The examples given clearly show that, by careful analysis of the previous 
development cycle and by assessment of the advances made in the software 
packages available, considerable improvement can be made in the next 
development cycle. It is this challenge that ensures designers, in whatever 
discipline, will have an interesting and exciting future.
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Physical Design Concepts of the SX 
Mainframe

C. Shaw
Corporate Servers Product Group -  ICL West Gorton, Manchester, UK

Abstract

The spectacular improvements in silicon chip circuit integration 
densities and speed, which have now been sustained for over two 
decades, are well known. The effective exploitation of modern LSI 
technology in a high performance mainframe computer places 
challenging demands on the hardware and packaging which sup­
ports the electronic subsystems.

This paper describes the implications of these demands on the 
physical design of the SX mainframe and outlines some of the 
resultant design solutions. Contents of the major functional hard­
ware sub-systems within the SX node are summarised.

1 Physical design requirements

In order that the machine can be readily adopted by existing customers 
whose installations require increased computing capacity it is important that 
the new machine places no greater demand on its environment than its 
predecessor (typically Series 391 Level 80 systems in this case). The param­
eters of particular importance are:-

Overall Dimensions
Compactness brings numerous benefits: for the customer a reduction in the 
computer’s footprint provides opportunities for more convenient siting of 
equipment as well as efficient use of premises. For the manufacturer delivery 
is made easier and transportation costs are minimised. In the case of the SX 
mainframe by restricting the overall height to 1500 mm it becomes possible 
to use standard air-freight containers for shipments to customers outside the 
U K .

Mainframe installation can also be simplified as the overall dimensions 
reduce. If the complete mainframe can be transported in one piece the need 
for on-site re-assembly is eliminated. Moving the equipment within the 
customer site, when purpose-built premises are not available; eg up lift-
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shafts, through narrow corridors and door openings etc., is made more 
straightforward.

The overall dimensions of the SX mainframe are 1760 mm length, 770 mm 
width, and 1450 mm height.

Operating temperature range
Whilst component reliability benefits from maintaining low transistor junc­
tion temperatures, it is desirable to permit as wide a range of ambient 
operating temperature as possible. Imposing narrow limits on the operating 
range requires excessively tight controls on the computer room air-condi­
tioning and results in increased running costs. The permitted range should 
ensure that at low room temperatures there is no risk of condensation 
forming within the mainframe when the humidity levels are high, and at the 
upper limit the temperatures of high dissipation components remain within 
their design targets. SX nodes are able to operate through an ambient 
temperature range of 15-29°C.

Acoustic noise emission
Our design objectives are to produce mainframes which have noise levels 
comparable to equipment, such as Workstations, designed for use in office 
environments (typically 55 60dBA sound pressure when measured at 
1000 mm). This helps to ensure that overall computer room ambient noise, 
when many units such as disc sub-systems and printers are located together, 
is kept within comfortable limits.

Electrical power consumption
For a chosen computing performance the electrical power consumption is 
primarily dictated by the choice of circuit technology. Even so, careful design 
of the internal power supply and cooling systems for maximum efficiency can 
contribute significant energy savings which directly benefit the mainframe’s 
lifetime operating costs.

2 Performance implications

The reduction in logic cycle times needed to achieve the performance of a 
modern mainframe has required not only the improvements in silicon chip 
processing but also comparable changes in the packaging of the logic circuit 
assemblies to reduce interconnection path lengths. The speed of light remains 
a constant impediment in the race for ever more MIPs!

Component densities on the logic assemblies have increased as a result of 
reductions in package size and finer trace geometries together with more 
layers on the printed circuits. The logic assemblies are more closely spaced to 
shorten signal paths. All these factors tend to result in increased heat density 
and dissipation within the logic units. In order to maximise the intrinsic 
component reliability it is imperative that these higher dissipations are 
managed without increasing the component operating temperatures.
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For maximum mainframe peformance Emitter Coupled Logic (ECL) remains 
the silicon technology of choice. This is a power hungry logic family. The circuits 
used for the SX central processor unit (CPU) have a speed-power product of 
0.4 picoJoule/gate2 which when packaged at the gate densities achieved on the 
SSC exceed the heat transfer capacity of a forced-air cooling system.

3 Technology overview

The major functional components and interfaces of the SX Node are shown 
in Fig. 1 and a summary of each unit’s relevant characteristics follows.

COMMs link AC supply

SX NODE - Functional layout 
Fig. 1 SX Node Functional layout

3.1 CPU

In the SX design it has proved feasible to extend the “Single Board CPU”3 
concept adopted by Fujitsu and incorporate not only the CPU but also 
the performance-critical I/O and Memory Control sub-system logic on the 
same pcb. This has major advantages in reducing transfer time delays on the 
associated interfaces.

The Sub-System Carrier (SSC) forms the heart of the SX CPU. The SSC 
technology is a variant of one developed by Fujitsu Limited for use in
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their M780 range of mainframe computers. The logic and interconnections 
are entirely specific to the SX computer and wholly designed by ICL.

The SSC comprises a 540 mm x 488 mm 42 layer printed circuit assembly on 
which are mounted up to 336 ECL LSIs. This assembly is sandwiched 
between a pair of Conductive Cooling Modules (CCM)4 which transfer the 
heat dissipated by the logic circuits. Each LSI has a nominal power 
dissipation of up to 9 watts and hence the CCM pair has a heat transfer 
capacity exceeding 3 Kwatt.

A maximum of 700 logic signals are provided to connect the SSC with other 
functional units in the SX Node. These signals are carried by miniature 
coaxial wiring to ensure low electrical noise and arranged into 14 multiway 
ribbon cable and connector assemblies.

3.2 Main Store Unit (MSU)

The MSU is designed to use Dynamic Random Access Memory (DRAM) 
components having typical access times an order of magnitude greater than 
the CPU clock cycle. From an SX logic designer’s viewpoint the DRAM 
component timing tolerances (skew) arising from normal semiconductor 
manufacturing variations exceed the logic beat. Within the Main Store 
system, in order to minimise this skew, which represents wasted potential 
machine performance, it is desirable to both shorten and equalise the signal 
paths to and from the DRAM elements.

In the case of the SX main store skew has been optimised by the design of a 
double-sided motherboard assembly as shown in Fig. 2. All store dataflow

Fig. 2 MSU construction
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circuits are arranged on one face of the motherboard and connect via short 
signal paths to the Array card connectors on the opposite face.

An “active” motherboard containing ECL dataflow multiplexing and direct 
drive to all Store Array cards was designed to maximise performance.

High storage capacity within the available volume is achieved by using 
double-sided surface-mount technology for the Array cards which contain 
the DRAM components. The fully configured SX Main Store contains 32 
array cards.

By limiting the maximum utilisation of the logic circuits within each LSI on 
the MSU, and arranging these devices in only three rows across the full 
width of the motherboard, the power dissipation is restricted and it is 
possible to use an air-cooled variant of the CPU LSI technology.

Airflow through the MSU required careful design. The dataflow LSIs on the 
motherboard and some regions of the Array cards need high cooling 
capacities. Reduced air speeds arising from the additional volume created by 
the absent Array cards when the MSU is depopulated as in minimum 
configurations, must not degrade the motherboard cooling.

3.3 External interfaces

With the exception of the AC mains supply cable and the communications 
line linking to a conventional modem for remote maintenance (Telesupport), 
all interfaces between the Node and other SX system components (eg discs, 
printers, workstations) are provided using high speed serial fibre-optic 
connections. This greatly simplifies potential cable shielding and earth-loop 
problems and reduces the bulkiness of the interface cables and connectors.

Optical fibres (Macrolan)5
The proprietary ICL optical fibre connection system introduced when Series- 
39 was launched is also retained for SX systems. It enables processing nodes 
and the I/O controllers within a system to operate with separations of up to 
2 Km, thereby facilitating remote operation and dispersed systems for 
“disaster proofing” etc..

3.4 I/O & In ter-Node Couplers

Macrolan is used both for I/O Controller <-» Processor connections and inter 
processor links in multi-node systems.

Inter processor data is transferred by a 200 Mbps variant of the Macrolan 
normally used for I/O traffic. A special purpose optical fibre link is also used 
to maintain data synchronism among each of the Nodes in a multiprocessor 
system. This “Transmission Sequence Number” (TSN) system employs the 
same optical interface components as does Macrolan.
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3.5 Node Support Computer (NSX)

The NSX takes care of Initialisation, Self-test, Reconfiguration and Remote 
(diagnostic) access for maintenance. All development commissioning takes 
place using this mechanism -  many of those customers seeing SX during 
visits to West Gorton have been surprised by the absence of engineers 
around the prototype machines, it being more efficient and comfortable to 
access the systems from terminals in the design offices.

The NSX and the Power and Cooling Control Systems (qv) are separate 
microcomputer units which operate independently from the main CPU. 
Power to these units is supplied by dedicated Auxiliary PSUs so that control 
functions are available whenever AC is applied at the node.

Photo 1 SX Node -  internal view
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4 Reliability

The advances in silicon technology have produced dramatic improvements 
in the reliability of computers. Electronic component failure rates are now 
typically better than 1 in 107 hours. Customers now expect their mainframes 
to function continuously for months without service breaks. It has become 
essential to ensure that the electro-mechanical sub-systems used for powering 
and cooling the CPU achieve comparable reliability.

4.1 Resilience

The basic strategies for ensuring high reliability of the node physical design 
sub-systems have been to eliminate electro-mechanical components as much 
as possible and, where this could not be achieved, to provide functional 
duplication. Examples of these strategies are detailed in subsequent sections.

5 Accessibility

Previous members of the Series 39 Processor family achieved very compact 
performance/volume ratios at the expense of ease-of-access to the individual 
logic assemblies. The high reliability of these designs meant that this was not 
a customer perceived problem, although for ICL increased system upgrade 
and enhancement times resulted.
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With the SX node packaging design much care was applied to ensure that 
each field-enhanceable logic assembly could be accessed for upgrade/replace- 
ment without needing to remove other sub-systems. This accessibility is 
evident from Photo 1.

6 Power distribution

The major logic sub-systems in the SX mainframe are supplied from four low 
voltage DC rails. Rail currents of up to 750 amps are catered for. Voltage 
regulation has to be carefully controlled to eliminate noise pick-up on the 
logic interconnections.

As well as the large component timing variations which occur, process 
spreads in semiconductor manufacture result in substantial variations in 
circuit power consumption -  +30% of nominal is not uncommon. This 
poses a problem for the computer packaging designer who has to provision 
power to meet the worst case demand, whilst also seeking to minimise the 
overall machine size.

In order to minimise component dissipations and maximise logic gate 
switching speeds, semiconductor designers are progressively reducing both the 
logic switching levels and the operating voltages for the circuits. This trend 
further complicates the packaging design as high current PSU conversion 
efficiencies tend to diminish at low output voltages and noise susceptibility 
increases as logic switching levels reduce. Great care is needed to ensure that 
the DC distribution design minimises any voltage differences across the logic 
assemblies in order to preserve the noise immunity of the digital circuits.

6.1 Power Supply Units

All main DC rails in the SX node use the same switched-mode Power Supply 
design. Each unit can supply over 800 watts of regulated low voltage DC. 
Up to 15 PSUs are installed in a fully configured Node.

High AC to DC conversion efficiencies are achieved by the use of power 
Field Effect Transistors (FET) in the inverters. Switching frequencies are x 5 
higher than is feasible with conventional junction transistors. The very short 
FET on/off transition times greatly reduce the switching losses and the 
increased switching frequency allows the use of smaller magnetic cores in the 
wound components. In combination these factors allow the PSU volume to 
be reduced whilst maintaining adequate cooling airflows. The output power 
density achieved overall by the PSU approaches 0.2 Kwatts/litre.

PSU efficiency is an important physical design parameter as the conversion 
losses can account for a significant proportion of the total cabinet dissipa­
tion. As the DC rail voltages reduce, voltage drops across the PSU output 
rectifiers form an increasing proportion of the high current circuit and hence 
the efficiency decreases.
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One complication arising from the higher switching frequency is the 
potential for increased Radio Frequency Interference (RFI). The high 
inverter voltages and very fast switch rise and fall times can result in a broad 
spectrum of electro-magnetic-radiation from the PSUs which need careful 
design and shielding to avoid RFI propagation.

All PSU connections, ie AC mains input, DC output and the control 
interface are pluggable. This reduces system assembly and replacement times 
and eliminates the need for tools in these processes. By placing all electrical 
connections on the inner face of the PSUs the usual protective cover plates 
are no longer required and effective RFI shielding becomes simpler.

The Power Supply Unit nominal DC output voltage can take one of four 
values (between 2 and 5.5 volts) according to the setting of link connections 
on its control interface. This allows any unit to be used on any voltage rail 
without the need for set-up adjustments, thus simplifying spare parts 
inventories and eliminating the risk of mis-connection. The links are hard 
wired at each interface connector in the PSU mounting rack to provide a 
“position selectable” voltage setting.

Three phase line-to-line AC is supplied to every PSU in order to ensure that 
the line currents in each phase are balanced and for increased resilience to 
transient supply disturbances affecting one or more phases.

6.2 DC busbars

The DC distribution from main PSUs to SSC and MSU takes the form of a 
multilayer planar construction, rather like a heavy-duty pcb, which runs 
along the centre of the logic frame. Fig. 4 illustrates this with a sectional view 
through a PSU output connector. The conductor for each voltage rail is 
interspersed with an insulating laminate and the complete sandwich forms a 
very stable matrix in which the low impedance DC connector sockets can be 
accurately located. The configuration of insulating washers and conductive 
collets shown in figure 4 ensures that the connector socket is securely 
clamped to make good contact with the selected busbar layer whilst 
remaining well insulated from all other DC rails. Our measurements have 
shown that this method, in conjunction with suitable connectors, results in 
no greater DC voltage drops than would arise using conventional braided 
flexible links bolted to PSU terminals.

Every DC rail contains one more PSU than is required to supply the worst- 
case current demand. This “N + 1 Resilience” ensures that node operation is 
not disrupted should a PSU fail in service and so replacement of any faulty 
units can be deferred until a convenient maintenance opportunity occurs.

6.3 Pow er C on tro l

The performance of the PSUs and the DC rail conditions are continuously 
monitored by a dedicated microcomputer sub-system. This unit also pro-
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Insulation layers

vides continuous control of “current sharing” a technique which ensures 
that all active PSUs on any voltage rail are delivering the same proportion of 
the total current demand. When PSUs are connected in parallel such a 
technique is necessary to compensate for minor differences in the load 
impedance seen by the individual units which otherwise would result in 
imbalances driving some PSUs into current-limit and others into no-load 
conditions.

The power control system (PCS) also controls voltage sequencing during 
node switch-on and switch-off and has a communications link to the Node 
Support Computer. On successful completion of the power-on sequence the 
PCS uses this link to initiate logic startup of the SX node. Power system fault 
diagnostics are reported to the remote maintenance system via the NSX link.

In the event of a supply or power fault condition causing a node shut-down 
or preventing startup, the power system status and any diagnostic signatures 
are stored in a battery powered memory until normal reporting can be 
resumed.

7 Cooling

7.1 Cooling technology selection

The heat transfer capacity of any coolant is proportional to mass flow per 
unit time in contact with the items being cooled. For maximum heat transfer
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within a particular coolant volume liquids are greatly superior to gaseous 
coolants. However the simplicity of forced air cooling (eg no containment or 
insulation problems etc.) leads to its general use in preference to liquids but 
as the component dissipations rise the air speeds and component fin 
dimensions have to increase to unacceptable levels. Acoustic noise also 
increases with higher air speeds and design of suitable blowers becomes 
impractical.

7.2 C oo ling  U n it functions  

Design considerations
Although the CPU technology dictated that liquid cooling was required, a 
key objective was to ensure that this did not make installation, maintenance 
or operation of the SX mainframe more difficult for our customers. Our aim 
was to achieve a design in which the customer’s premises provide electrical 
power and normal computer room air-conditioning without any other 
awareness of the cooling technology used within the mainframe.

Most important was the desire to eliminate dependence on a direct connec­
tion to the building air-conditioning plant. Such a linkage, which is 
sometimes used in other designs of liquid-cooled mainframes, would con­
strain the installation of the node in buildings with minimal heating & 
ventilation controls and could drastically impact the computing system 
reliability because of plant failures/outages unrelated to the node.

Simplicity of operation
The cooling system should not impose a greater level of user skills or 
intervention than is required for the correct functioning or control of the 
mainframe’s logic circuits. Unattended operation and deferrable maintenance 
of any defective components are therefore essential.

Reliability -  Duplication of system-critical cooling components
Coolant pumps and their associated power supplies are duplicated to avoid 
system outages in the event of malfunction. Only one pump is in use at any 
time, but regular changeover of the pump in operation occurs under normal 
conditions. This ensures that latent faults are not hidden.

For each functional grouping of blowers in those areas of the node requiring 
forced-air cooling, “N + 1 ” resilience is provided so that adequate cooling air 
flow can be maintained should a blower fault occur.

For both the liquid and air circuits the design must prevent back-circulation 
of the coolant under pump or blower fault conditions.

Water quality
To achieve a reliable operating life (which could be as long as a decade) it is 
important to eliminate sources of contamination of the coolant. Prior to final 
assembly all the piping components undergo a rigorous cleansing process
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which includes an extended period of rinsing in an ultrasonic cleaning bath. 
The water used in the coolant system is de-ionised and purified to pharma­
cological standards.

These measures minimise the inclusion of unwanted particulate debris and 
biological contaminants. In consequence there is no food supply and, after 
initial filling and system switch-on, any anaerobic bacteria are quickly 
starved and die. The growth of aerobic bacteria is inhibited because the 
closed-loop coolant recirculation does not provide an interface for re­
oxygenation of the water.

Materials selection
All materials in the coolant circuit must be carefully selected to avoid 
corrosion. This consideration includes not only the pipes and pipe-fittings 
but also such items as the constituent metals used in any brazed joints so that 
electrochemical reactions are minimised. It is also important to control the 
composition of plastic materials such as flexible hoses, valve and pipe seals 
etc., as many of these items normally contain compounds from which 
undesirable ions such as halides can be leached into the coolant. Materials 
used in the piping manufacturing processes such as fluxes and acidic 
cleansers also require evaluation.

Initial SX Cooling Unit prototypes were manufactured using a stainless steel 
piping system, but considerations of materials availability, compatibility and 
manufacturing processes led to the subsequent choice of copper based 
systems.

Extensive testing
Validation of the cooling system design has involved extensive testing, 
including trials of materials compatibility, component performance, water 
quality, and mechanical integrity as elements of a program designed to 
determine the lifetime behaviour. Where possible, test conditions in excess of 
normal operating conditions have been used to accelerate the detection of 
long-term effects.

Periodic maintenance
To ensure that optimum coolant quality persists throughout the life of the 
node a simple annual maintenance procedure has been devised. The cooling 
circuit contains a pluggable cartridge filter which can be replaced without 
interruption to the normal operation of the node. Whilst the filter cartridge 
is being renewed an ion-exchange unit is installed in place of the filter. This 
purges any ionic built-up and restores the coolant to its initial condition.

Control -  Pressure & Flow
Incorporation of all the liquid-cooled sub-systems into a single assembly has 
simplified the coolant circulation design by ensuring that only a fixed flow 
rate would need to be provided. During initial design the option of providing 
a free-standing cooling unit capable of supporting two or more nodes in a
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multi-processor system was studied. Such an option would have reduced the 
cost of liquid cooling per node but was rejected because of the design and 
logistics complications that resulted.

The coolant circuit pressure and flow rates are factory preset during final 
assembly and test. Each pump is powered by its own AC-AC converter. This 
isolates the pump performance from the effects of changes in the mains 
supply voltage and/or frequency.

7.3 C oo ling  C ontro l

In a similar method to the Power Control System an autonomous micropro­
cessor based unit is used for control and monitoring of the cooling system 
functions. The Cooling Control System (CCS) continuously monitors cool­
ant pressure, flow, and temperature. Abnormal readings can invoke blower 
speed changes to increase cooling airflows or pump changeovers as required. 
If the abnormal conditions persist and exceed preprogrammed limit values 
the CCS will shutdown the node to prevent possible damage.

Coolant conductivity is also monitored to check that corrosion or chemical 
contamination are not occurring.

Rotation speed sensing circuits are fitted on all blowers and monitored by 
the CCS. This provides for accurate resolution to the faulty unit when 
blowers are operating in parallel and ensures detection and fail reporting 
occurs before there is any risk of overtemperature conditions.

System protection
Whenever AC mains is reapplied to the mainframe the CCS performs a series 
of integrity tests to confirm that the all system cooling functions are opera­
tional. Only when these checks are completed and the node environment is 
satisfactory (eg the inlet air temperature from the computer room is within 
specification) does the CCS enable an interlock to allow DC power to be ap­
plied to the logic circuits. This interlock has “fail-safe” features so that any sub­
sequent condition leading to loss of control will cause the DC to be removed.

Cooling Unit sensor data and operating status readings can be interrogated 
remotely via the NSX. Fault signatures are passed onwards via this route to 
the normal system diagnostics reporting processes. In this way, the same 
levels of maintenance information as exist for the CPU hardware and 
software, are made available for the physical design.

8 Construction

Photo 1 illustrates the internal arrangements of the SX node as seen looking 
onto the main logic bay. (The opposite side of the unit houses blowers, AC 
control, and the node power supplies). For clarification figure 3 identifies the 
main functional units visible in Photo 1.
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8.1 Steel frame

The logic frame is made from welded stainless steel sheet. This permits ease of 
fabrication and provides great strength. Additional benefits from the use of 
stainless steel include the elimination of surface treatments and the provision 
of continuous electrical contact with the external covers for RFI screening is 
simplified. By suitable positioning, the frame members also function as air- 
cooling ducts and mounting brackets for attaching the logic units.

In contrast, a tubular welded frame construction is used for the cooling unit 
to give all-round accessibility during final assembly of the piping system. 
This construction was also dictated by the need to maximise the unob­
structed cross-section for the heat-exchanger and the airflow through it.

Both frames are bolted together during the final stages of assembly and 
subsequently treated as an indivisible cabinet.

8.2 External covers

In addition to their obvious styling role, the cabinet covers perform 
important functions including attenuation of acoustic noise and RFI, inlet 
air filtration and the dispersion of exhaust air.

The panels around all sides of the node are hinged and open for maximum 
ease of access. Access “under the covers” is only required for engineering 
purposes and so in normal operation the panels provide isolation from any 
voltage and current hazards. All cooling air used by the node is drawn into 
the cabinet through low level grilles around all sides of the unit. This 
positioning of the inlets avoids the need for under-floor air feeds and hence 
the SX design can operate with much shallower raised floors than previous 
designs. The air-grilles are detachable and incorporate foam filter pads which 
can be exchanged or cleaned by an operator without needing to open hinged 
side panels in the node.

The transparency needed for drawing cooling air into the cabinet conflicts 
with the requirement for attenuating RFI efficiently. Prevention of RFI 
emission is achieved by providing a continuous electrically conducting screen 
enclosing all the electronics. Any holes in this screen, such as may be required 
for cable connections or display panels, must be kept to a minimum as they 
can behave like slot-feed transmitter aerials for HF signals. As logic 
switching speeds increase a broader spectrum of emission frequencies occurs 
and to minimise leakage all unavoidable apertures must be kept as small as 
possible.

8.3 Use o f  m ateria ls

In general the expected manufacturing volumes lead to a construction based 
on use of sheet metal piece parts. The high tooling costs for moulded plastic
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components are seldom amortized by the resultant reductions in parts costs. 
However there are areas where the component complexity or finish is best 
realised by plastic mouldings. One such example in the SX node is the inlet 
air grille. Fourteen air grille panels are fitted around the node and for this 
part the quantity involved in conjunction with the intricate surface shapes of 
the louvres made the development of a low temperature Noryl moulded part 
worthwhile. The use of a moulded component enabled styling features and 
retainers for the air-filter pads to be built into the basic part.

9 Conclusions

The technology demands for high dissipation densities and compact signal 
interconnects in SX have been reconciled with the needs for ease of 
manufacture, installation and maintenance to produce a mainframe having 
one of the best performance to volume ratios available. A system having 
more than four times the processing throughput of its predecessor has been 
packaged within the same overall volume.

The next challenge will be to maintain the advances in compact packaging 
for mainframes whilst meeting all the support needs for the next generation 
of very high performance digital circuit technologies.
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PAPERS ARISING FROM 
COLLABORATIVE R & D





Foreword
It was in the early 1980’s that the idea of R & D collaboration between 
European IT Companies, Research Institutes and Universities first became a 
serious topic for discussion. The IT community, the European Commission 
and various National Governments in the Community were increasingly 
concerned that the fragmented nature of the IT industry was making it more 
and more difficult for individual companies to devote sufficient resources to 
covering the ever-widening field of IT research. The deployment of effort in 
this area in both the United States and Japan seemed to be not only greater, 
but better focussed, at least in the latter case.

The result of this concern was on the one hand the ESPRIT I programme of 
collaborative Research and Development, launched by the European Com­
mission in consultation with industry and academia, and the UK Govern­
ment’s Alvey Programme. Both were set in motion in 1984.

The ESPRIT I programme invited proposals for cross-border collaborations 
funded to 50% of cost by the Community; the Alvey scheme embarked upon 
a complementary programme of R & D within a UK context, again with 
50% of the industrial costs met by public funds.

ICL was involved from the beginning in both of these ventures, and (together 
with STC) eventually participated in some 80 Alvey projects and 53 ESPRIT 
from 1984 to date. ICL also takes part in the CEC and EFTA-wide 
EUREKA scheme, in RACE (the CEC Telecommunications programme) 
and in the UK Government’s Advanced Technology Programme.

It interesting now to remember the doubts that were expressed six years ago 
about the practicality of researchers from different organisations and differ­
ent countries working together. Cultural differences, the language barrier, 
the ‘not invented here’ factor would, it was said, frustrate the best intentions 
of the schemes’ planners. Six years on one can assert that the programmes 
have forged a true community of interest and mutual respect between the 
thousands of researchers from the community countries who have been 
involved in the projects.

The results achieved in the collaborations have considerably strengthened 
the base of IT technology available in Europe and in addition greatly 
furthered the creation and adoption of European and international stan­
dards which are vital to the successful interworking of the multi-vendor 
computer systems which are commonplace today.
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ICL is proud to be playing a central role in this great effort and I am 
delighted that the Technical Journal is giving space to describe a small 
selection of the many successful projects in which we have been or are still 
involved.

V.V. Pasquali
Manager, External Technical Relations.
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The Development of Marketing to 
Design: The Incorporation of Human 

Factors into Product Specification and
Design

Dr. A.T.F. Hutt
ICL Systems Engineering, Systems Integration Division, Reading, UK 

Fiona Flower
ICL CPS Professional Services, Information Technology Services Division, Bristol, UK

Abstract

This paper describes how the research from th re e  A lve y  projects has 
been exploited to produce ICL's M a rk e tin g  to  D e s ig n  methodology. 
This methodology incorporates human factors into product specifi­
cation and design, enabling design teams to develop products which 
are smaller, more tightly focussed and, as a result, more acceptable 
to their users. ICL currently presents the methodology through a 
series of five workshops, backed up by workbooks and manuals for 
use in the workshop and at the workplace. M a rk e tin g  to  D e s ig n  
therefore represents one of the most significant practical exploita­
tions to emerge from the research into human factors undertaken 
through the sponsorship of the Alvey programme.

1 Introduction

The Marketing to Design methodology is a good example of how to achieve 
industrialisation of a process developed as a result of collaborative research 
by academic and industrial partners into a specific area of Information 
Technology.

This paper is in five parts. The first part describes how ICL established a 
series of three overlapping Alvey projects to develop a methodology for the 
capture of human factors-based requirements. The second part describes the 
finished methodology. The third part, which represents the bulk of the paper, 
describes the technical contributions which the three Alvey projects made to 
the development of the methodology while the last two parts contain an 
evaluation of the methodology and a report on the take-up of the method­
ology.
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2 Background

In 1984 ICL identified that the issue of Human-Computer Interaction (HCI) 
was likely to become a major differentiator between competing Information 
Technology products. This decision was made at a time when the Alvey 
programme had also set aside funding to be devoted to research into human 
factors issues.

ICL accordingly set up an HCI Strategy unit to coordinate research in this 
area. The unit, headed by Dr. A.T.F. Hutt, began by determining the scope of 
the HCI problem, as illustrated in Figure 1.

Human
Factors

Man Machine 
Interface 

Technology

Products

Customer

Market
Requirements

Product
Requirements

Product. 
Design

Behaviour
Policy

‘Look & 
Feel’

Ergonomic
Standards

Workstations

Internationalisation
Enablers

Product 
Development ■ 
& Evaluation

MMI Software

Product
Implementation

Users

Fig. 1 The shape of ICL's HCI strategy in 1984

As the diagram illustrates, the preliminary study identified three basic 
starting points for the HCI Strategy: •

• Human factors issues relating to the development process;
• The development of Man Machine Interface (MMI) technology;
• Products delivered by ICL which would need to be changed to 

incorporate the new MMI technology and to make them more usable.
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The first and most important of these was considered to be the need to 
understand the product development process as a whole, and to identify the 
human factors issues which are relevant at each stage. The team decided to 
begin by studying the area of requirements capture. The reason for this 
choice arose from a feeling, confirmed with discussion with some of ICL’s 
collaborators, that errors in usability arose during the requirements capture 
phase of a product development and that beyond that point a development 
team were unable to rectify these basic usability errors.

The problem of poor requirements specification was perceived as being 
particularly acute for large IT companies. This applied especially to those 
involved in producing generic or off-the-shelf software packages, whose 
products have to satisfy a wide and variable range of user requirements. In 
the absence of precise and unambiguous requirements specification, it was 
felt that suppliers tend to design and market products which have either too 
many, or inappropriate functions. In consequence, production costs are often 
higher than need be, and customers are sold products which do not actually 
meet their needs. In addition, from a user’s point of view, a poorly specified 
product may have the incorrect level of functionality, and may prove difficult 
to use. The team concluded that there was a need for a process or 
methodology which provides a rigorously defined set of product require­
ments for a well-defined market segment.

Another starting point for the HCI Strategy was concerned with the 
development of MMI technology which included the development of 
window systems, help systems and user interface management systems. ICL 
had a number of Alvey and Esprit projects in this area; some of these are 
described in other papers in this issue of the journal.

The final starting point was concerned with changing ICL’s existing and new 
products to make them more usable. This was seen as an important part of 
the Strategy but it was perceived that success in this area was dependent on 
gaining a better understanding of the user’s needs which in turn led to greater 
emphasis on the requirements capture process.

As a basis for research, the development cycle was presented as a ‘V- 
diagram’, based on the standard software engineering cycle, and adjusted to 
fit in with ICL’s Phase Review process. Three separate Alvey projects were 
then proposed to research human factors issues in areas which were 
identified as having inadequate or ill-defined processes for specifying or 
evaluating product requirements. The three areas targeted and the projects 
associated with them were:

Target Area 
Requirement capture 
High level design 
Product evaluation

Projects
User Skills and Task Match 
Early Evaluation
Human Interface Monitoring System
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Concept System In Use

Fig. 2 Positioning of Alvey and ESPRIT projects against the Product Development Cycle

Figure 2 positions these 3 projects against the product development cycle, it 
also shows that these projects were supported by two Esprit projects: Human 
Factors in IT (usually called HUFIT) and the Eurohelp project.

3 The Marketing to Design methodology

Given that this was the plan in 1984, 1990 finds ICL with the Marketing to 
Design methodology which is a structured framework for incorporating 
human factors into product specification and design.

Within this context, human factors may be defined as the organisational and 
human aspects of an IT system. To examine a product’s design from a human 
factors point of view therefore, it is necessary to consider the effects, good 
and bad, that the product will have on the users’ working environment, and 
the kind of support that will be needed to enable them to learn how to use it 
effectively.
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Assimilating human factors knowledge into the requirements and design 
process is not a new idea (see for example Eason [1982]). However, the 
Marketing to Design methodology provides a structure and process which 
helps to ensure that only relevant human factors knowledge is selected and 
recorded. This process helps design teams to focus on the key human factors 
issues, and is intended to prevent expensive ‘data trawling’ exercises.

Marketing to Design has been developed to fit in with ICL’s other standard 
processes: the Marketing method, Product Development Cycle and Invest­
ment Management process. The methodology is delivered through a series of 
five workshops, led by facilitators experienced in applying it to product 
development. The positioning of each these workshops in the development 
cycle is shown in Fig. 3.

Fig. 3 How the MTD workshops fit into the product development cycle

The first of the five stages is entitled M T D -1 : Describing a Product 
O pportun ity. In this workshop, multi-disciplinary syndicates are encouraged 
to explore and describe the critical characteristics of users and their 
environment both before and after the product has been installed. Syndicates 
analyse the proposed users of the product, and any other people who will be 
affected by it, to collect information on four major issues:
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•  W ork-groups: H o w  users w ork  together in  groups
•  Users: W hat they are like as ind iv iduals
•  O bjects: T he th ings they use and produce
•  Tasks: W hat tasks are in vo lved  in  these job s

T he in form ation  co llected  is d ocu m ented  form ally as a Human Factors 
Description, w hich serves as basic input for the w ork shop s w hich  fo llow .

T he secon d  part o f  the m eth o d o lo g y  is entitled  MTD-2: Identifying a High 
Value Solution. This w ork shop  provides syndicates w ith  a user-oriented  
m ethod  to  produce a sign ificant part o f  the high level design  for their 
product. M T D -2  addresses a num ber o f  issues fundam ental to  product 
design . In particular, it focuses on  identify ing the user roles that the product 
supports, and on  defin ing accurate task, process and object m odels. T he  
a lloca tion  o f  tasks betw een  m an and  the m ach ine is a lso  considered , as are 
the socia l environm ents in  w hich  user roles w ill be perform ed. It is a lso  
considered  im portan t at this stage to  estab lish  the usab ility  and  accep tab ility  
goa ls w hich  the product has to  m eet before it can  be released . T his  
in form ation  is d ocu m ented  in the early parts o f  the P rod uct R equirem ents  
D ocu m en t.

T he third stage has been  en titled  MTD-3: Delivering a Business Solution. In  
this w ork shop , product syndicates identify the d istrib ution  channels for their  
p roduct, and estab lish  the services, train ing and  d ocu m en ta tion  required to  
deliver it via on e o f  these ch annels. T he in form ation  co llec ted  is form ally  
docu m ented  as the rem aining parts o f  the P rod uct R equirem ents D ocu m en t. 
M T D -3  tack les a num ber o f  fundam ental issues relating to  the n o n ­
functional aspects o f  the product. In particular, it exam in es the learning  
en vironm ent in  w hich  users are exp ected  to  learn  ab ou t the p roduct, and  
defines a teaching m odel to  identify the key  facts users have to  learn to  enab le  
them  to  get started using it, to  b ecom e proficient in  its use, and  to  be ab le to  
exp lo it all the facilities it offers. T he w ork sh op  a lso  helps syn d icates to  define  
plans for services, train ing and d ocu m en ta tion  that w ill ensure that the  
teaching m odel is delivered  in  a cost effective w ay, and  that all classes o f  users 
are provided  w ith  the in form ation  they require.

T he fourth part o f  the m eth od o logy , entited  MTD-4: Testing Usability and 
Acceptability has tw o  m ain  objectives: to  estab lish  a d evelopm en t p lan  w hich  
a llow s tim e and effort for usability  and  accep tab ility  testing, and to  produce  
a d efin ition  o f  the first u sab ility  or accep tab ility  test. T he test is described  in 
the form  o f  a report that ou tlines the m ost appropriate m ethod  for testing, 
tak ing  in to  accoun t factors such as the state o f  the p roduct, and  the availab le  
budget, staff and  resources.

T he fifth and final part o f  M arketing  to  D esign , MTD-5: Designing the Man 
Machine Interface uses task m odellin g  and  p lann in g  languages as techniques  
and to o ls  to  produce com p lete  and  u nam bigu ou s high level m odels o f  the 
functionality  provided  by the product. T he w ork shop  enables the product
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syndicate to  link  the task  m od el to  the M M I objects by specify ing a d ia logu e  
m odel. L ow  level M M I issues are a lso  d iscu ssed , to  en ab le the syndicate to  
p in p o in t m ajor areas o f  con cern , an d  to  d iscuss a lternative so lu tion s.

E ach  o f  the M T D  w ork sh op s is a ttended  by a m axim um  o f  six p eop le, m ade 
up from  a m ix o f  m arketeers, representatives from  the prod uct d esign  team , 
services con su ltan ts, techn ica l au thors, train ing con su ltan ts and  project 
m anagers w h o  are w ork in g  together on  a d evelop m en t project. A  further 
requirem ent is for ‘typ ica l’ users o f  the p rod uct to  visit the w ork sh op , to  test 
the va lid ity  o f  the assu m p tion s syn d icates have m ade ab ou t users and  their 
job s.

4 How Marketing to Design was developed

T he ob jective o f  this section  is to  describe the m ajor con trib u tion s o f each  o f  
the A lvey projects to  the d evelop m en t o f  M arketing  to  D esign .

4.1 The User Skills a n d  Task M atch  p ro je c t (ALV/PRJ/MMI/143)

W ithin  the co n tex t o f  M arketing  to  D esign , the U ser  Skills and  T ask  M atch  
project w as m ain ly  concerned  w ith  user orien ted  issues. T his w ork  resulted  in  
several im portan t in sigh ts w hich  have governed  the m eth o d o lo g y .

Understanding the relationships between the users and their IT system 
O n e o f  the earliest find ings w as the im portan ce o f  w ork  system  theory  w hich  
describes the re lation sh ip  betw een  an  IT  system  and the organ isa tion  using  
that system . F igure 4, sh ow s that the w ork system  is m ade up  o f  tw o  parts, 
the socia l system  and  the techn ica l system :

WORK SYSTEM

SO C IA L SYSTEM TECHN ICA L SY STEM

W o rk -g ro u p s D elivery  v eh ic le

U se rs
(h a rd w a re  a n d  so ftw are )

J o b s A p p lic a tio n s

T a s k s M a n u a ls

E n v iro n m en t T ra in in g , s e rv ic e s  a n d  s u p p o r t

T ra in ing

(P e rso n n e l S e rv ic e s ) (T ech n ica l s e rv ic e s )

Fig. 4 The Work System

T he soc ia l system  is everyth ing  to  d o  w ith  the w ay  users th ink  an d  b ehave, 
h o w  they  w ork  together in  grou p s, and  th e  m aterial th in gs that support 
them . It in clu d es users them selves (their sk ills, m o tiv a tio n , k n ow led ge and  
p ersona l concerns); the jo b s  these users carry out; and  the in d iv idu al tasks
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em b od ied  w ithin  these jo b s. It a lso  includes the en vironm ent w ith in  w hich  
the users w ork , the procedures they fo llow  (m anuals and m eth od s o f  
w ork ing), and the train ing and support they need to  d o  their job s.

T he technical system  is the IT  product response to  the needs o f  the social 
system . It is, in other w ords, the w hole o f  the com p uter system  -  the 
hardw are and softw are; the ap p lica tion  (includ ing data  storage, log ic  and  
the m an-m achine interface); the m anuals; and the train ing, services and  
support needed  for users to  be able to  understand and exp lo it the technical 
system .

T he w ork system  is the com b in a tion  o f  the socia l and techn ical system s; in 
other words; the overall v iew  o f  the w ork ing  environm ent.

This theoretical fou n d ation  is particu larly im portant to  an IT  supplier  
because it helps state the relationsh ip  w ith the user and the custom er.

Understanding how to quantify how IT systems impact users 
U nd erstand ing  the relationsh ip  betw een  users and their IT system  sh ow s  
that if you  change the IT system  then this w ill cause som e ch an ge in 
the socia l system  and this im plies that users w ill have to  d o  som eth ing  
different.

T his is a fine theoretica l statem ent but it is o f  very little value to  a product  
d evelopm en t team ; they need  to  be ab le to  quantify the ch an ge that an  IT  
system  is go in g  to  bring to  users and  to  assess the user’s reaction .

O n e o f  the m ajor o u tp u ts from  the U ser  Skills and  T ask M atch  P roject w as a 
set o f  techn iques for m easuring  and  assessin g  these ch an ges as part o f  the  
requirem ents capture process. T h ese techn iques lo o k  at these ch an ges in  
term s o f  the changes to:-

-  the w orkgroups in vo lved  w ith  the product:
-  the users in vo lved  w ith  the product

the objects hand led  by  the w ork grou p  an d  the users 
the tasks perform ed by the w ork grou p  and  the users

T hese ch an ges are m easured  in  term s o f  changes to  specific issues w hich  
research has sh ow n  to  be significant.

F or  exam p le if  you  w ish  to  m easure the im pact o f  IT  on  an ind ividual w hen  
con sid erin g  h is or her o w n  p o in t o f  v iew  y o u  need  to  con sid er issues such  as: 
A ttitude, M o tiv a tio n , A sp ira tion s/A m b ition , E xpertise and Skill.

If you r w ish  to  m easure the im pact o f  IT  o n  an in d iv idu al w hen  lo o k ed  at 
from  the p o in t o f  v iew  o f  the organ isa tion  w hich  is em p loy in g  them  y o u  need  
to  con sid er issues such  as: M issio n  & O bjectives, Im portan ce, R ep laceab ility , 
and  P ow er.
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O n e o f  the o u tp u ts  from  the U ser  Skills and T ask  M atch  project w as that it 
identified  w here in form ation  o f  this type co llected  early in the requirem ents 
capture process sh ou ld  be fed in to  design  d ecision s taken  later in  the  
d evelop m en t cycle.

IT systems support peoples’ work
A nother o u tco m e o f  the U ser  Skills and  T ask  M atch  project w as set o f  
m od els  w hich  a llow  a d evelop m en t team  to  d esign  p rod ucts w hich  w ill 
support users in  their w ork . T h ese m od els  are based  o n  three con cepts.

T he first con cep t is that o f  a  user role: w hich  is defined  as the part that a 
person  p lays in  an  organ isa tion . T he o p era tion a lisa tion  o f  th is con cep t  
ensures that IC L  can  d evelop  p roducts (eg. co m b in a tio n s o f  hardw are, 
softw are, services, train ing and  d ocu m en ta tion ) w hich  en ab le a specific class  
o f  user to  carry o u t a  specific set o f  tasks w ith  k n ow n  learn ing costs.

T he secon d  con cep t is that o f  a  task  m odel: w hich  p rovid es a top  d ow n  
defin ition  o f  a ll the tasks that are to  be a ssoc ia ted  w ith  a particu lar user role.

T he third con cep t is that o f  a llo ca tio n  o f  fun ction  w hich  a llow s a d esign  team  
to  exp lic itly  decide w hether a task  in the task  m od e l is to  be a lloca ted  (eg  to  be 
perform ed b y) to  the com p uter system , to  the user or  to  be shared betw een  
them .

Allocated to user

Fig. 5 A Task Model showing allocation of function
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T o illustrate the use o f  these con cepts, F ig. 5 con ta in s an  exam ple o f  the task  
m od el for the user role o f  bank teller m ach ine user and sh ow s the a lloca tion  
o f functions betw een  the user and the com puter.

Understanding how people learn
T he last m ajor con trib ution  m ade by the U ser Skills and T ask M atch  project 
w as concerned  w ith the m odel for teach ing  and learning; it is illustrated  in 
F ig. 6.

T he key m essages associa ted  w ith this d iagram  is that w ith an y  product 
p eop le  go  through  4 phases o f  learning w hich  in IC L have co lloq u ia lly  been  
called  :-

-  A w areness: concerned  with users understanding  that the product exists  
and ga in ing  an  u nderstanding  o f h ow  it w ill help  them  in their w ork  
G ettin g  you  started: concerned  w ith help ing the user through their first 
encou n ter w ith  the product and b ecom in g  fam iliar w ith its capab ilities  
K eep ing  you  going: concerned  w ith users being ab le to  handle error and  
excep tions encou n tered  w hile u sing the product
T ak ing you  further: concerned  with b ecom in g  an  expert in the use o f  the 
product

Further to  this there is a  certain  level o f  know ledge and skill w hich  can be 
taught by the p roduct supplier and a level o f  know ledge and sk ills that users 
have to  d evelop  for them selves. T he first o f  these is p redom inantly  c o n ­
cerned w ith  p roduct k n ow led ge (eg  it is ab ou t the techn ica l system ) and  the  
second  is p redom inantly  ab ou t the use o f  the product (eg. ab ou t the socia l 
system ).

LEARNING

Existing Time
knowledge

Fig. 6 The Learning and Teaching Model

262 ICL Technical Journal November 1990



4.2 The Early Evaluation project (ALV/PRJ/MMI/122)

T he secon d  A lvey  project to  con trib ute h eavily  to  M arketing  to  D esign  w as 
the E arly E va lu ation  project.

T he m ain  thrust o f  the project’s research w as to  identify  an d  specify  
techn iques for eva luatin g  user interfaces to  com p uter-b ased  ap p lica tions  
system s at early stages in  the d esign  process. T he ob jective w as to  specify  
techn iques to  en ab le d esign  team s to  m ake a ch o ice betw een  d esign s for m an- 
m achine interfaces prior to  their im p lem en tation  in op eration a l p rototyp es. 
T his w ou ld  sign ificantly  reduce investm en t in  the im p lem en tation  o f  designs  
that later p roved  inadequate.

F rom  the p o in t o f  v iew  o f  the M arketing  to  D esign  m eth o d o lo g y , the m ajor  
results from  this project were:-

The Positioning Human Factors in the Product Development Cycle 
O n e o f  the deliverab les o f  the E arly E va luation  project w as to  d evelop  a 
hum an factors v iew  o f  the prod uct d evelop m en t cycle. T his understanding  
results in  the p o sitio n in g  o f  the various parts o f  the M arketing  to  D esign  
m eth o d o lo g y  as described  in section  3 and  illustrated  in  F igure 3.

Standards for Task, Process and Object Models
O n e o f  the issues w hich  needs to  be addressed  w hen  d iscu ssin g  a  user 
com p rehension  o f  an IT  system  is their u nderstanding  o f  the system . T h e  
project sh ow ed  that from  a d esign er’s p o in t o f  v iew  th is u nderstanding  is 
d ependent on  three different type o f  m odels:

Process models: w hich  sh o w  h o w  tasks are p assed  betw een  the different user 
roles, and  h ow  they are sequenced  as tim e progresses. T h ey  are a lso  useful to  
illustrate the flow  o f  con tro l, ob jects and  resources.

Fig. 7

Task models: w hich  sh ow  the h ierarchical d eco m p o sitio n  o f  tasks, an d  are 
useful to  estab lish  th e  level o f  deta il to  w h ich  the design  o f  a prod uct sh ould  
be taken:

ICL Technical Journal November 1990 263



Fig. 8

Object models: w hich  span both  the process and task m odels, and are used to  
m odel objects w hich  are shared betw een  user roles, or betw een  tasks. T hey  
m ay be used to  illustrate either the object classes, or the w hole-part 
relationsh ips betw een  objects in w hich  the user is interested:

Fig. 9

T he E arly E va luation  project com p leted  these m od els by defin ing a process 
for their d evelop m en t and  standards for their representation .

Usability
T he IS O  d efin ition  o f  usability  is: the degree to  w hich  specified  users can  
ach ieve specified  g o a ls  in  a particu lar en vironm en t w ith effectiveness, 
efficiency and  satisfaction .

Effectiveness: a m easure o f  accuracy and  com p leten ess o f  the g o a ls  ach ieved

Efficiency: a  m easure o f  the resources (eg. tim e, m on ey  and h um an  effort) 
used to  ach ieve the specified  goa ls

Satisfaction: a m easure o f  the physical com fort and  subjective accep tab ility  o f  
the product to  its users and  other p eop le affected by its use.
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T he Early E valuation  project w as m ainly  con cern ed  w ith  the d evelop m en t o f  
techn iques for m easuring usab ility  and  in  fact identified  three sets o f  
techniques:-

K n ow led ge elic ita tion  techniques: orig inally  p rop osed  as a  m eth od  o f  
co llecting  in form ation  for the design  o f  k now led ge based  system s but o n  this 
project w ere used  as an  eva lu ation  techn ique (eg. co llec tin g  in form ation  after 
the design  had been  d on e to  check it).

Specification  eva lu ation  techniques: a im ed  at ensuring that the specifications  
identified a system  w hich  w ou ld  m eet user needs. N eed less  to  say these  
techn iques w ere m ainly  concerned  w ith  verifying the va lid ity  o f  p rocess, task  
and object m odels.

P ro to typ e and P roduct E va luation  techniques: concerned  w ith  the eva lu ­
a tion  o f  functional p rototyp es.

MMI Design Models
F in ally  the fact that eva lu ation  techn iqu es in vo lved  testin g  a m an m ach ine  
interface led to  the p o sition  w here the E arly E va lu ation  project produced  
m od els o f  the M an  m ach ine interface. T h ese w ere later used as part o f  the  
M T D -5  D esign in g  the M an  M ach ine Interface w ork shop .

4.3 The H um an Interface M on ito ring  System p ro je c t (ALV/MMI/PRJ/091)

T he third m ajor project to  con trib ute tow ards M arketing  to  D esign  w as the  
H u m an  Interface M on itorin g  System  project w hich  delivered  a  p ro to typ e  
H u m an  Interface M o n ito r in g  System  com p risin g  four com p onents:

•  A  m eth o d o lo g y  that exp la in s h o w  to  g o  ab ou t assessin g  the need  for a 
usability  test, and  h ow  to  produce a test design .

•  A  capture/rep lay  sub-system  that p rovid es the hardw are for capturing a 
user session , and  a llow s the session  to  be replayed for su bsequent  
analysis.

•  A  portab le w orkbench  that m ay be used  to  con tro l the capture/rep lay  
subsystem , and  to  perform  sim ple an a lysis o f  test results.

•  A  lab oratory  w orkbench  w hich  provides IT  support for the d u ration  o f  a 
usability  test (includ ing  m anagem ent o f  the test process; cap ture/rep lay  
o f  the users’ session s u sing  the capture/rep lay  sub-system ; and  a full 
sou n d  and  v id eo  recording system  and  event lo g  for the hum an  factors 
con su ltan t). T he w orkbench  a lso  p rovid es an a lysis o f  the test results to  
enable d ed u ction s to  be m ade ab ou t the u sab ility  o f  the system  under  
test.

T he results o f  this project benefited  M arketing  to  D esig n  by p rovid in g  
anoth er part o f  the m eth o d o lo g y  and  a w orkbench  to  support usab ility  trials. 
T he in sigh ts em b od ied  in  this w ork  are :-
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Usability trials are important but difficult to do well
U sab ility  trials are im portan t becau se they  help  to  confirm  that the 
d evelop m en t team  has d eveloped  a p roducts w hich  m eets its u sab ility  goals. 
There are h ow ever tw o  m ain  p rob lem s w ith  usab ility  trials.

-  they provide feedback w hich  m ay be unfavourable and  hence m ay need to  
be addressed.

-  they are difficult to  do.

Planning for usability trial feedback
The problem  o f  hand ling  feedback is essen tia lly  a  project p lann in g  problem . 
If a project is p lann in g  to  hold  a usability  trial then  it needs to  decide  
w hether it is go in g  to  hand le the resulting feedback as part o f this product 
release or the next. Further to  this, if it in tends to  hand le the feedback in  this 
release then a g o o d  deal o f  care is required in the p lann in g  o f  the product 
d evelopm en t and the trial.

The H u m an  Interface M on itorin g  System  project w ith som e help  from  staff 
w ork ing  on  the Esprit “ H u m an  F actors in IT ” project d eveloped  a fram e­
w ork and process for addressing these issues.

Carrying out a usability trial
A sm all usability  trial requires you  to  test 5 or 6 subjects carrying ou t a 
prescribed set o f  tasks using either a p roto typ e or fully w ork ing  version  o f  a 
product. T yp ica lly  it takes ab ou t 2 /3  w eeks to  prepare, a w eek  to  carry ou t  
and 2/3  w eeks to  analyse the results and produce a m ean ingfu l report.

O n e o f  the ou tp uts from  the H um an  Interface M on itorin g  System  project 
was a process for d o in g  all th is, a set o f  to o ls  an d  techn iques for reducing the  
tim e and effort involved .

This w ork has n ow  been incorporated  in to  M arketing  to  D esign  w ork sh op  4: 
T esting U sab ility  and  A cceptab ility .

5 Evaluation of Marketing To Design

F rom  the ou tset, the U ser  Skills and  T ask M atch  project had  a program m e  
o f w ork to  eva luate M arketing  to  D esign . T he in itial eva lu a tion  w as 
con d ucted  on  three levels: •

•  T o  assess the coursew are, and eva luate the im pact o f  the m eth o d o lo g y  
on  design  cu stom  and practice. This eva lu ation  w as con d u cted  by  
independent researchers, w ho  interview ed  the first ten  prod uct syn d i­
cates to  attend  the M T D -1 w ork shop .

•  T o  perform  a retrospective analysis o f  an ex isting  prod uct (by ap ply ing  
the M T D  m eth o d o lo g y  to  the p roduct requirem ents d ocu m ent for that 
product). T h is eva luation  w as perform ed on  a n on -IC L  p roduct require­
m ents d ocu m ent, ou tsid e the A lvey project.
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•  T o  perform  an overall eva lu a tion  o f  the effect o f  the m eth o d o lo g y  by 
m easuring the use m ade o f  p roducts in  the field.

O verall, the results o f  th is in itia l eva lu a tion  su pp orted  the project team ’s 
b elie f that th e  m eth o d o lo g y  w as usable and  va lu able, and  the w ork sh op  
en v ironm en t helped  to  im prove th e  co m m u n ica tion  an d  understanding  
betw een  the designers, m arketeers, au th ors and  con su ltan ts in vo lved . T he  
stud y  a lso  sh ow ed  that the w ork sh op  w as necessary b ecau se w hen  the take- 
up o f  p rod u cts by users w as m easured a variety o f  u sab ility  fau lts w ere found, 
m any o f  w hich  w ou ld  h ave been  reso lved  by  th e  use o f  the com p lete  
m eth o d o lo g y .

T he m ajor find ing from  the eva lu a tion  w as that the u ltim ate su ccess o f  the 
M arketing  to  D esign  p rogram m e w ou ld  d ep en d  o n  active su pp ort from  IC L  
m anagem ent. T h e project con clu d ed  that m ore effort w as required to  
com m u n icate  the benefits o f  the w ork sh op s to  IC L ’s project m anagers and  
sen ior m anagem ent.

6 On-going use and development of Marketing To Design

The M arketing  to  D esign  m eth o d o lo g y  is already in  w idespread  u se w ith in  
IC L  (65 projects have u sed  the parts o f  the m eth o d  in  the period  1986 to  
1989), and  is recom m ended  as part o f  the norm al process for d evelop in g  new  
IT  p roducts. A  num ber o f  m ajor external cu stom ers h ave a lso  v iew ed  it w ith  
som e interest.

T he m eth o d o lo g y  is still under d evelop m en t, and  m uch  w ork rem ains to  be 
d on e , particu larly in  the later stages covering  usab ility  and  accep tab ility  
testing and the d esign  o f  the m an m ach ine interface. F urther to  th is, w ork  is 
n ow  in  hand  to  d evelop  o f  to o ls  to  support it. IC L  has a lso  put forw ard  
p rop osa ls to  the IE D  program m e (the su ccessor to  A lvey) to  progress the  
d evelop m en t o f  to o ls . T h ese p rop osa ls -  for the C o-op era tive  R equirem ents 
C apture project and  the O rgan isa tion a l R equirem ents for IT  System s (O R IS )  
project -  co n tin u e the co llab ora tion s estab lish ed  so  successfu lly  in the A lvey  
program m e.

7 Conclusions

T he M arketing  to  D esig n  m eth o d o lo g y  represents a  sign ifican t practical 
ex p lo ita tio n  o f  the research con trib uted  by the A lvey  projects d iscu ssed  in  
this paper. W ith ou t th is research, the program m e m ay never h ave been  
con ce ived , an d  w ou ld  certa in ly  n o t h ave g o t  o ff  th e  grou n d . H ow ever, it a lso  
underlines the p ow er o f  industria l m uscle: w ith ou t IC L ’s u nflagging  determ i­
n ation  to  d evelop  an d  deliver the M arketing  to  D esig n  w ork sh op s, the  
research from  these projects m ay never have been  p o o led  to  p rod uce a single  
coh eren t m eth o d o lo g y . M oreover, by u sin g  the p eop le  in vo lved  in  the  
research actu ally  to  deliver the w o rk sh op s, the indu stria lisa tion  period  w as
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shortened  to  less than  on e year for each  o f  the stages in the process, as 
op p osed  to  the norm  o f five to  seven  years. In short, M arketing  to  D esign  
has proved  that the drive and clarity o f  purpose o f  an  industrial partner can  
vastly  accelerate the in du stria lisation  o f  a process developed  from  research  
in to  a specific area o f  In form ation  T ech n ology .
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The Manchester University Multimedia 
Information Systems Project

Foreword

T he dem and  to  store and  access in form ation  con sistin g  o f  an  in tegrated  m ix  
o f  such  data  types as im age, text, graphics, vo ice  and com p u tab le  d ata  is 
g iv in g  rise to  very large and  com p lex  d atab ases. T he co m b in a tion  o f  
datab ase d esign  and im age processin g  sk ills ava ilab le  at the U niversity  o f  
M anchester, together w ith  the com m ercia l and  techn ica l gu idan ce provided  
by IC L , en ab les the d evelop m en t o f  the necessary in n ovative  techn iques to  
m anage such  m ultim ed ia  d atabases.

T his research project in m ultim ed ia  datab ase system s is a  co llab ora tion  
betw een  IC L ’s O F F IC E P O W E R  A pp lica tions P roduct C entre and  the  
Electrical E ngineering and  C om p uter Science D ep artm ents o f  M anchester  
U niversity . T he three year program m e o f  w ork w hich  w ill run to  m id  1992 
in vo lves 14 U n iversity  research staff, som e funded  by SE R C  (Science and  
E ngineering R esearch C ou n cil), and  the rem ainder by the U n iversity . IC L  is 
provid ing jo in t project m anagem ent, technical con su ltan cy  and  equ ipm ent.

T he benefits from  this co llab orative  project to  IC L  are sign ificant. It is the 
C o m p an y’s aim  to  be a lead in g  supplier o f  m ultim ed ia  system s and this 
research program m e w ill accelerate the in trodu ction  o f  IC L m ultim edia  
products to  m arket. T his is against a b ackground  w here in ternational 
com p etition  w ill increase fiercely in the relatively near future.

T he m ajor challenge to  IC L, w hich  has a h istory over the last thirty years o f  
successfu l co llab ora tion s w ith  M anchester U niversity , w ill be to  estab lish  the 
necessary exp lo ita tion  m echan ism s in order to  derive the m axim um  benefit 
from  the research program m e.

J.A. N elson
M anager, C o llab oration s
O F F IC E P O W E R  A p p lications P roduct C entre, IC L , Bracknell, Berks, U K .
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Advances in the Processing and 
Management of Multimedia Information

*M.H. O’Docherty fP.J. Crowther *C.N. Daskalakls tC.A. Goble 
*M.A. Ireton |S . Kay and *C.S. Xydeas

Victoria University of Manchester

Abstract

Current database systems are efficient at handling simple data such 
as numerical or textual attributes. They are not well suited to other 
media except as filing systems using manually generated labels. 
Conversely, a Multimedia Information System is intended to handle 
all types of electronically modelled data in a uniform fashion. 
Examples of multimedia data are text, images and voice. Many 
information processing applications are multimedia in nature but the 
technologies needed to implement multimedia systems for such 
applications have only recently begun to appear.

This paper first examines those features that an ideal Multimedia 
Information System needs to possess. These include an object- 
oriented environment to handle multimedia data, the retrieval of all 
data by content using semantic analysis techniques which can be 
adapted to each new application, a suitable model of object oriented 
data such as ODA, a carefully designed query strategy with confi­
dence levels allowing inexact matching, and finally comprehensive 
browsing and editing facilities.

Prototypes which go some way towards satisfying these goals are 
described. The limitations of these are specified and this is followed 
by a description of the prototype system being developed at Man­
chester University which has the aim of satisfying the requirements of 
the ideal system.

1 Introduction

C om p uter-based  M u ltim ed ia  In form ation  System s (M M IS s) h ave been  a 
p op u lar  research top ic  in  recent years for tw o  reasons. F irst, b ecause the  
tech n o log ies  n eeded  to  im plem en t M M IS ’s are on ly  n o w  b ecom in g  w idely  
availab le . T he m ain  tech n o log ica l requirem ents are op tica l d isks for m ass
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storage, h igh bandw idth  netw orks for fast access and sop h isticated  w ork sta ­
tions for m eaningful presen tation .

S econd ly , m any ap p lica tion s are m ultim ed ia  in nature or w ou ld  be greatly  
enhanced  by m ultim ed ia  techniques. S om e o f  these ap p lica tion s are:

Education P resen tation s typ ica lly  con ta in  w ords, p ictures, v ideo  and voice; 
b o o k s con ta in  w ords and p ictures, but there is no  reason  w hy an  
‘electron ic b o o k ’ sh ou ld  not a lso  con ta in  narrations and an im ation s

Offices Inform ation  m ay arrive in an office in m any different form s, each  
being processed  and filed in a different m anner. F or exam p le, d ocu m ents, 
m em os, te leph one m essages, faxes. S ince the ou tp u t o f  offices is m ovin g  
tow ards ‘electron ic p ub lish in g’, w hy n ot co llect and p rocess the in form a­
tion  in the sam e way?

Medical Records A p atien t’s m ed ical record m ay con sist o f  case h istories, 
X -rays, n otes or sketches from  con su lta tion s, test results, etc. In ad d ition , 
several new  im aging techniques generate d igita l or v id eo  data  d irectly  -  
com puter tom ograp h y , m agnetic resonance and u ltrasound .

Libraries and Museums T hese con ta in  vast am oun ts o f  d ata  from  literary  
w orks to  archaeo log ica l artifacts accessed  by m anu ally  generated  indexes.

Computer Aided Design (CAD) F or exam ple b lueprints, sim u la tion , or 
in teractive design  w ith 3D  rotation  and scaling o f  objects.

Geographic Databases M aps, satellite im ages, dem ograp h ics, even  tourist  
in form ation .

T he ab ove ap p lica tions generate five m ain  types o f  data , all o f  w hich  can  
be represented directly or indirectly  by an  M M  IS.

1 Facts A uthor, date, unique identifier -  the types con ven ien tly  handled  
by ex isting  databases.

2 Statistics D a ta  that requires graphical, (eg. p ie-chart or bar-chart), or  
tabular, (eg. spread-sheet), representation .

3 T ex t As m ay be con ta ined  in a b ook  or m agazine article.
4  Sound N o ta b ly  the hum an vo ice -  narrations, com m en ts, lectures -  but 

a lso  m usic, sou nd s from  nature.
5 Images

•  Raster: D erived  from  p h otograp h s, pa inting  program s, v id eo-d iscs.
•  Vector: L ine draw ings derived  from  engineering draw ings, C A D  

system s, vector graphics.
•  M oving: A sequence o f  the ab ove w ith extra clues as to  three- 

d im ensiona l relationsh ips, h istory, narrative. E xam ples are an im a­
tion  or (d igitised) v ideo.

H ow ever, trad itional datab ase m anagem ent system s (D B M S s -  netw ork , 
hierarchical, relational) are designed  for facts on ly  [D ate, 1986], T his m akes

272 ICL Technical Journal November 1990



them  efficient a t h and lin g  large a m o u n ts o f  d ata  in  the record-keep ing  sense  
w hile m ain ta in in g  data integrity an d  con tro llin g  redundancy. M ain ta in in g  
in tegrity  in vo lves ch eck ing  that n ew  facts added  to  the d atab ase  d o  n ot  
con flict w ith  d ata  already there. D a ta  is redundant if it is repeated  or m ay be  
derived  from  other data . R ed un dan cy  sh ou ld  be con tro lled  n o t on ly  to  save  
storage b u t a lso  becau se if  redundant d ata  is ch an ged , it is n o t a lw ays  
o b v io u s  w hat o th er d ata  is affected. In  practice, redundancy  is carefu lly re­
in trodu ced  to  im prove query efficiency. In  a w ell organ ised  d atab ase, m uch  
o f  the m anagem ent is p rovid ed  by stick in g  to  a w ell-designed  m od el o f  the  
d ata , or schema, that describes in ter-dependencies. T h is schem a has to  be 
redesigned  for every ap p lica tion .

U nfortu nately , real w orld  d ata  is far m ore com p lex  than  sim ple facts. F or  
in stance, a  trad itiona l d atab ase m ay  b e ad eq uate for storin g  p ayroll deta ils  
o f  em p loyees in  a large com p an y , bu t w hat ab ou t their em p loym en t  
histories, their references, a  p icture o f  each  one? T his m ay be ach ieved  using  
ex isting  d atab ase  techn iques, bu t o n ly  if  each  object letter, p h otograp h , 
taped  testim onal -  is g iven  a reference num ber and  filed elsew here. In som e  
cases, the d atab ase user m ay  be fortunate en ou gh  to  have access to  these  
objects on -lin e  and queries m ay  relate to  m eaningfu l labels, a lth ou gh  these  
w ill have been  entered  m anually . T h e m ajor p rob lem  is that traditional 
databases were not designed for multimedia data.

A m ultim ed ia  d atabase w ill have to  m anage d ata  differing w id ely  in structure  
and size -  from  a text com m en t a few  bytes lo n g  to  a d ig itised  p hotograp h  
that m ay be a half-m egabyte array. T his is w here object-oriented techniques  
b ecom e im portant [R entsch, 1982]. T he ob ject-orien ted  parad igm  is a 
d evelop m en t o f  structured program m ing o f  the 19 6 0 ’s on w ards (F ortran , 
C o b o l, P asca l, A lgo l et a l.) and data abstraction o f  the 197 0 ’s (A da, Euclid, 
PL /1 et al.). Its use extend s b eyon d  program m ing to  the m odellin g  o f  
com p lex  data  [ISO , 1988] and  the design  o f  large system s, w here the high  
level abstraction  leads to  rapid p roto typ in g  and  re-use o f  cod e. It is n ow  
b ein g  applied  directly to  the storage and  retrieval o f com p lex  h eterogen eou s  
data  [K im  and  L och ovsk y , 1989]. F or efficiency o f  d esign  and h o m ogen eou s  
usage, the sam e ob ject-orien ted  techn iques sh ou ld  be applied  to  every aspect 
o f an  M M IS , from  the user interface to  the D B M S .

If a m ultim ed ia  system  is n o t to  degenerate to  a m ere filing system , a lbeit an  
efficient an d  h o m o g en eo u s on e, it m ust cater for content retrieval. T h is is the  
process o f  retrieving objects accord ing  to  their semantics or true m ean ing. 
Since information is data  a lon g  w ith  the sem antics o f  that d ata , a true 
M u ltim ed ia  Information System  m ust store b oth . M ost d atab ases leave  
sem antic in terpretation  o f  data  to  the user, the designer o f  the data  m odel 
and  the operator w h o  enters facts by hand . T his is tim e con su m in g  and  
u nreasonable for large am oun ts o f  m ultim ed ia  data . T he system  m ust be 
taugh t h ow  to  interpret d ata  itself u sing im age analysis, natural language  
processing, speech  recogn ition  and  the like. A lthou gh  n o n e  o f  these d isci­
p lines is yet a science, by con stra in in g  the ap p lica tion  d om ain  and  treating
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the analysis o f  each  m ed ium  as a separate prob lem , au tom atic  con ten t  
retrieval is p ossib le . T h is is the principal ch a llenge for m ultim ed ia  research.

Sem antic analysis techn iques m ust be extensib le  an d  it m ust be p ossib le  to  
ta ilor them  to  each  new  ap p lica tion . It is tem ptin g  to  w rite ad  h o c  program s  
to  ana lyse d ata  from  a particu lar d om ain , but then  all the co d e  m ust be 
discarded  if  the d o m a in  ch an ges or  in ferencing techn iqu es im prove. T his 
prob lem  has been  m ost clearly addressed  in  the field  o f  A rtificial In telligence  
(A I) [Rich, 1983] an d  m ore specifically  K n ow led ge  R ep resen tation  [R ing- 
land  an d  D u ce , 1988].

T he m anagem ent o f  m ultim ed ia  in form ation  is a  m ulti-d iscip lin ary  task , n o t  
a lw ays tack led  by a m ulti-d iscip lin ed  team . N o ta b ly , im plem entors o f  
M M IS ’s can  learn  m uch  from  experts in  im a g e/v o ice  analysis and  k now led ge  
represen tation  as w ell as from  designers o f  m ore co n v en tio n a l d atabases.

A  project is underw ay at M an ch ester U n iversity  [D aska lak is et a l., 1988] 
run by T h e M u ltim ed ia  G rou p . T h e b road  aim  o f  the grou p  is to  advance  
the m anagem ent an d  retrieval o f  m ultim ed ia  d ata , draw ing on  expertise  
in  im age analysis, datab ases an d  A I. A  p ro to typ e  is under d evelopm en t  
that con centrates o n  the con ten t retrieval o f  im ages in a m ultim ed ia  
fram ew ork that a llow s for the storage o f  free text, facts and d ocu m ents  
(w here d ocu m en ts are con sid ered  to  be a structured hierarchy o f  other  
m edia).

S ection  2 o f  this article is an  ou tlin e  o f  th o se  facilities that sh ou ld  b e provided  
by an ideal M M IS .

S ection  3 is a h istorical d iscu ssion  o f  relevant research and com m ercia l 
p rototyp es.

S ection  4 describes T he M u ltim ed ia  G ro u p ’s system  in  m ore detail.

F inally , S ection  5 con ta ins con clu d in g  rem arks.

2 What an MMIS should provide

T he ideal M M IS  w ill offer facilities far in  ad vance o f  ex isting  factual 
d atabases. T he purpose o f this section  is to  g ive a flavour o f  th ose  facilities 
a lon g  w ith  com m en ts as to  feasib ility  and tech n o log ica l requirem ents.

T he first requirem ent is to  be able to  store all m ed ia  that can  be represented  
digita lly , principally  those listed  in  S ection  1. U sers sh ou ld  be able to  present 
new  instances o f  any m edium  for the system  to  store and retrieve any existing  
in stance for use elsew here. U sers w ill require hard cop ies o f  in stances for 
them selves and  other system s and softw are w ill require that they are 
availab le in  a standard  in terchange form at.
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It w ill o ften  be necessary to  store co m p o site  m ed ia , i.e . structured  co llec tio n s  
o f  other m ed ia  a s  som e form  o f  d ocu m en t. T h e m o st n o tab le  d ocu m en t  
form at is the Office Document Architecture [ISO , 1988] d evelop ed  orig inally  
through  the E u rop ean  C om p uter M anufacturers A ssoc ia tion . It organ ises a ll 
m ultim ed ia  d a ta  in to  h ierarchical structures o f  lo g ica l an d  la y o u t ob jects. 
L ogica l ob jects are chapters, section s and  so  o n , w hile p hysica l ob jects refer 
to  p ages, ca p tio n s et al. A  m ap p in g  is m ain ta in ed  b etw een  the tw o  as 
illustrated  in  the tex t d ocu m en t o f  F ig . 1. Several system s h ave b een  based  
on  the idea o f  a  general d ocu m en t structure, (see section  3). T h e d ocu m en ts  
are d isp layed  p age b y  p age on  the w ork sta tion  screen and  th e  user m ay  
lo o k  forw ard and  backw ards, click  o n  ‘b u tto n s’ to  hear v o ice  a n n o ta tio n s

V
3
4—>
CJ
3

CO
13o
bOo

nJ

4>u*3
O
5
55
4—•
3O>*cs

Fig. 1 The correspondence between ODA’s logical and layout structures
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and  see a page build up as transparent overlays are p laced  o n  to p  o f  a  base  
page.

O n ce in form ation  is stored  it m ust be retrieved using an  appropriate q u ery 1 
language. In m ultim edia , retrieval falls in to  tw o  categories: by presentation 
and  by content. Retrieval by presen tation  in vo lves data  type and  structure. 
E xam ples m ight be “ All im ages that w ill fit o n  m y screen” or “ A ll d ocu m en ts  
con ta in in g  vo ice com m en ts by Jane S m ith ” . It is frequently applied  to  
com p osite  m edia w here type and  structural in form ation  is readily availab le . 
R etrieval by con ten t is the retrieval o f  ob jects accord in g  to  their sem antic  
con ten t. At its sim plest, con ten t retrieval uses m anu ally  entered  labels -  
descrip tions entered  by an  op erator at the k eyboard . T his is to o  tim e 
con su m in g  to  be feasible for large system s hence the m otiva tion  for 
au tom atic  analysis. M an u al labels m ay a lso  suffer from  the subjective  
in terpretation  o f  the operator.

If users k n ow  w hat in form ation  is stored  in relation  to  each  ob ject, e .g . w hat  
labels the system s uses, then  querying m ay refer d irectly  to  that in form ation . 
H ow ever, querying techn iques m ay be extend ed  to  in clude inexact m ethod s  
o f  sketching, and similarity. A sketch  is a  ‘sh orth an d ’ sym b olic  representation  
o f  an ob ject, u sually  in  term s o f  som e other m edium . A n im age sketch  m ay be 
a line draw ing o f  a h ou se  w ith  m ulti-pan ed  w in d ow s to  in d icate that the user 
is interested  in  real im ages o f  h ou ses w ith  G eorg ian  w indow s; they  w ill 
usually  have to  be draw n w ith  standard  sym bols or by system -generated  
exam ple, otherw ise they w ill b ecom e as difficult to  ana lyse as real im ages. A  
voice sketch m ight be the string “ profit” from  w hich  the system  w ou ld  find 
voice com m en ts con ta in in g  the pattern o f  sou n d s that m ake up the word  
w hen it is sp oken . S im ilarity retrieval in volves p rovid ing  the system  w ith an  
instance and  the system  finds sim ilar in stances from  the datab ase o f  the sam e  
m edium . This prob lem  has been approached  using statistical similarity 
measures for im ages [T oriw aki et al., 1980] and signature files for text 
d ocu m ents [F a lou tsos and C hristodou lak is, 1984] that g ive an idea o f  the 
grou p ing  o f  w ords in each  d ocu m ent. In general, sim ilarity m atching  
in vo lves an alysin g  the exam ple in the sam e w ay as the ex isting  in stances in 
the system  and com paring  features accord ing  to their im portance.

T he result o f  any query is u sually  a set o f  those instances that satisfy the 
query -  the query set. In the case o f  direct queries all m em bers m atched  
exactly  so  they ca n ’t be ordered except a lphabetica lly , ch ron o log ica lly  or 
som e other m easure specific to  the m edium . Inexact querying, how ever, leads  
to  the n o tion  o f  confidence levels. A confidence level describes h ow  well 
instances fit the query so that they can be ranked and the best m atches  
presented  first to the user. T o  be fully useful con fidence levels sh ou ld  be a 
single norm alised  value that is independent o f the m ed ium , (for in stance a 
real num ber in the range [0..1]). *

‘For convenience, the term 'query' in this article refers (loosely) to anything that specifies a 
subset of the items stored in the MMIS. Examples are natural language commands, SQL, logical 
expressions or graphical queries.
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Q uery sets m ay b e large so  the user sh ou ld  be a llow ed  to  browse over them . 
T his m ight be ach ieved  by d isp lay ing  in stances la id  ou t on  an  im aginary  
d esk top  over w hich  the user m ay ‘m o v e ’ the d isp lay. T o  fit a  reason able  
num ber on  the screen and  to  avo id  overw helm ing the user w ith  to o  m uch  
in form ation , in stances sh ou ld  be d isp layed  as icon s or m iniatures. Icon s are 
pictorial represen tations o f  the con ten t o f  in stances w hile m iniatures are the 
in stances them selves greatly reduced in  size. T he user selects th ose  in stances  
that appear in teresting  and  the system  b low s them  up to  full size. V arious  
b row sing  techn iques are exam in ed  in  [C hristodoulak is and  G raham , 1988; 
Irven et a l., 1988],

A n ex ten sion  to  the idea o f  brow sin g  is for the user to  exp lic itly  con n ect 
icon ic  or m in iature in stances w ith  labelled  arcs as in  In term edia (see Section  
3). T his a llow s descrip tions and  presen tation s to  be prepared for ed u cation a l 
or m n em on ic  purposes. T he set o f  arcs (som etim es referred to  as a web) is 
m anaged  by the system  as anoth er m ed ium  instance.

F in ally  from  the user’s p o in t o f  view , ed itors w ill have to  be p rovid ed  so  that 
users can  create and  alter in stances. T h ese sh ou ld  all have the sam e lo o k  and  
feel and  p ossib ly  the sam e h igh-level ed itor. F or  in stance a w eb ed itor is 
m edium  independ en t but if  an  icon  in  the w eb  is selected  for ed iting , then  a 
m edium -specific ed itor p op s up. T he user’s in teraction  w ith  the system  is 
lik ely  to  be com p lex , so  in  the sam e w ay that w ebs can  stop  a user b ecom in g  
lo st  in  a query set, w in d ow  en vironm en ts w ith  m ultip le overlap p in g  w in d ow s  
are preferable for the user to  coord in a te  the w h o le  in teraction .

M M IS s have huge storage requirem ents. F or  exam p le a  5 1 2 x 5 1 2 ,  24  bit 
im age requires 3 /4  M b  o f  store. M ass storage is n ow  b ecom in g  availab le  in  
the form  o f  ‘ju k e  b o x es’ o f  read /w rite op tica l d isks, but so m e m ass storage  
d evices are still w rite-on ce . T h is im p lies that ob jects sh o u ld  b e retained  on  
m agnetic  d isk  during ed itin g  an d  on ly  archived w hen  finalised . U sers m ay  
a lso  w ish  to  keep  their o w n  version s o f  ob jects w ith  slight ch an ges from  the  
archived  orig inal. It w ill often  be m ore efficient to  store the ch an ges to  the  
archived  ob ject than  to  store  th e  n ew  object in  its entirety. T h is raises 
an oth er issue in  m ultim ed ia , that o f  version control. S torage requirem ents can  
be reduced u sin g  d a ta  com p ression  techn iqu es that a lso  m ake th e  transm is­
sion  o f  ob jects over n etw orks faster. T he m o st effective com p ression  tech ­
n iques are lossy in that they  lo se  as m uch  in form ation  from  the orig inal as 
p ossib le  w ith ou t m ak in g  the result u naccep tab le to  the user.

M M IS s w ill be exp en sive to  build  and  m ain ta in  so  they  m ust cater for m u lti­
user access. T h is is best ach ieved  u sing  a n etw ork  o f  d isp lays con n ected  to  
on e  or  m ore centralised  storage servers. H igh  band w idth  loca l-area  and  
w ide-area n etw orks are need ed  an d  these are already availab le . If the 
disp lays are h igh  reso lu tion  w ork sta tion s then  the user can  see m ore o f  the  
in form ation  w hen  he retrieves it an d  d o  m ore w ith  it. W ork sta tion s vary in  
reso lu tion ,ca llin g  for reso lu tion  transform ations to  b e applied  to  m ake som e  
objects v isib le  [Ireton  an d  X ydeas, 1990], If parts o f  an  ob ject can n ot be
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disp layed  at all, it m ay be p ossib le  to  replace them  w ith icon ic  versions and  
disp lay the rest. F or exam p le, an  im age on  a page o f  text cou ld  be replaced  
w ith its b ou n d in g  b ox  and the label ‘im age’ or its title.

3 Existing prototypes

T his section  describes past and present system s that con tribute to  the goa l o f  
the ideal M M IS . T hey can be d ivided  in to  three categories.

M M IS s T hese are system s designed  specifically  for the m anagem ent o f  
m ultim ed ia  data , som etim es w ith  con ten t retrieval facilities.

Image Databases T hese are in teresting because im ages are the largest 
a tom ic objects that an M M IS  w ill have to  hand le and the m ost difficult to  
analyse for con ten t retrieval.

Image understanding Environments T hese are system s in tended  to  aid  the  
designer o f  im age analysis techniques.

Im age understanding en vironm en ts incorporate a datab ase o f  im ages, AI 
and im age analysis to o ls  and the facility to  adjust softw are param eters and  
store results. F or a h istory  o f  such  en vironm en ts and som e exam p les, see 
[L aw ton  and  M cC on n ell, 1988; A m ericanix AI, 1989; W alter et a l., 1987], 
T he next tw o sections describe M M IS  and  im age d atab ase p ro to typ es in 
m ore detail.

3.1 Multimedia information systems

M in os (T o ro n to /W a ter lo o  U n iversities [C h ristod ou lak is et a l., 1986]) w as 
designed  for the creation , ed itin g  an d  arch iv ing  o f  ob ject-orien ted  d ocu m ents  
sim ilar to  O D A . T hese are d isp layed , a  page at a  tim e, on  a w ork sta tion  
screen, successive pages being  d isp layed  by click in g  a m o u se  b utton . P ages  
m ay a lso  be flicked au tom atica lly  to  a llow  sim ple an im ation , or  they m ay be 
overlaid  as transparencies. A ll m ultim ed ia  d ata  types are provided; n otab ly , 
vo ice m ay be linked  to  a section  (com m en ts) or to  the turning o f  a  page, 
(narrations). M in os has been  im plem ented  using Sun-3 w ork sta tion s, U n ix  
and Ethernet. A d ocu m en t is actu ally  a  d irectory hierarchy w ith  o n e  file for 
each  con ten t p ortion . T h ese are archived  o n  a file server as con caten ated , 
com pressed  files, a lo n g  w ith  a ‘structure d escrip tor’ con ta in in g  the deta ils  
necessary for reconstruction . A nother system , M u se (C rete In stitu te [G ibbs  
et a l., 1987]) w as sim ilar to  but less co m p lete  than  M inos.

Esprit project M u ltos is sim ilar in  scop e to  M in os, w ith  the ad d ition  o f  
con ten t retrieval for im ages [C onti and R abitti, 1987; R abitti and  S tanchev, 
1987] and  the ‘C on cep tu a l Structure D efin itio n ’ (C S D ) [B ertino et a l., 
1988c]. Im age con ten t retrieval is ach ieved  by the ex traction  o f  A ttributed  
R elational G raphs (A R G ’s) from  im ages and  com p arison  w ith  the m odel 
held  in a P ro lo g  k n ow led ge base. An A R G  is a  graph w ith  m ultip le sym b olic  
attributes on  n od es and arcs. T h is k n ow led ge base h as been  tested  on  A R G ’s 
generated  from  graphical prim itives as d irect input rather than  real im ages,
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side-stepping  the p rob lem  o f  im age segm en tation  in  favour o f  exercising  
artificial in te lligence techn iques. Q ueries are p robabilistic, eg. “ F ind  d o cu ­
m ents con ta in in g  a p icture o f  a  car w ith  certain ty  > 7 5 % ” . T he C S D  is 
sim ilar in  sty le to  the lo g ica l and  layou t structures o f  O D A . It carries 
sem antic d ata  to  a llow  office d ocu m en ts to  be classified  [Lutz, 1989]. M u lto s  
has a d istributed  architecture, (see F ig . 2 ), to  a llow  for the huge vo lu m e o f  
d ata  and  num ber o f  users that any future M M IS  w ill need  to  handle. 
M em bers o f  the project team  h ave a lso  investiga ted  query op tim isa tion  
[B ertino et a l., 1988a; B ertino et a l., 1988b],

UI = user interface

SI = server interface

Fig. 2 A distributed architecture

A n M M IS  has been  d evelop ed  at M C C  (W oelk  and  K im , 1987) for object- 
orien ted  m ultim ed ia  d ocu m en ts sim ilar to  O D A . It caters for the electron ic  
capture, storage an d  p resen tation  o f  b it-m app ed  im ages an d  vo ice  u sing  the  
O rion  ob ject-orien ted  d atab ase. T h e system  uses ap p lica tion -sp ec ific  k n o w l­
ed ge based  o n  graphs. V ersion  con tro l is a lso  p rovid ed  a llow in g  for the  
ordered  m an ip u la tion  o f  different form ats o f  or  ex ten sion s to  a particu lar  
d ocu m ent.

A  p ro to typ e ‘T e leso p h y ’ system  h as been  built a t B ellcore [C aplinger, 1987]. 
T he aim  o f  a  T e lesop h y  system  is “ to  provid e transparent access to  all o f  a
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co m m u n ity ’s on -line in form ation ” . T he system , called  ‘ts l’, hand les m u ltim e­
dia Inform ation  U n its  ( IU ’s) that m ay reference or con ta in  other IU ’s. I U ’s 
are m anipulated  and stored  in an ob ject-orien ted  fash ion , u sing a variety o f  
netw orked  w ork station s.

T he aim  o f  In term edia (B row n  U niversity  [M eyrow itz, 1986; Sm ith  and  
Z d onik , 1987]) is to  en h ance the learn ing process in higher ed u cation  by 
build ing on  the ideas o f  hypertext [C onklin , 1987]. ‘D o cu m en ts’, (really just 
a tom ic h igh-level ob jects), are linked  in to  a ‘w eb ’. T he user sees a plan o f  the 
w eb w ith labelled  arcs and icon ic  d ocu m en ts and m ay n avigate through  it 
using a m ouse, zo o m in g  in on  in teresting d ocu m ents. D ocu m en ts m ay  
con ta in  text, im ages or lists o f  h istorical events. H ypertext and hyperm edia  
ow e their orig ins to the tendency o f  hum ans to  perform  tasks such as reading  
or d iscu ssion  in a parallel fashion  -  h op p in g  betw een  pages and ideas as 
necessary. U nfortu nately , for a large datab ase o f  com plex  objects, it is very 
easy for a user to  becom e d isorien ted  and  data  m anagem ent a lso  becom es  
very difficult. T herefore, it is suggested  [Irven et a l., 1988] that w ebs sh ou ld  
on ly  be used for brow sing a sm all num ber o f  d ocu m en ts that have been  
retrieved using other m ethod s. D esp ite  this, In term edia is still a  very useful 
system  for d evelopm en t o f  ed u cation a l softw are u sing  ob ject-orien ted  too ls . 
It is im plem ented  using Inheritance-C  on  Sun  w ork sta tion s w ith  w ebs  
m aintained  as Ingres relations.

A p p le’s ‘In teractive M u ltim ed ia ’ [A m bron and  H oop er , 1988] is a hybrid  
system  o f  v id eo-d iscs, C D -R O M ’s and  other peripherals con tro lled  by  a 
M acin tosh  running HyperCard, (a hypertext d evelop m en t com p risin g  stacks  
o f w in dow s con ta in in g  text, im ages and p rocess con tro l com m an d s). It is 
in tended  as an ed u cationa l to o l w ith  the teacher gathering  together p ieces o f  
in form ation  on  a particu lar subject such as real im ages from  v id eo-d isc , 
vo ice segm ents from  speech  ch ips and  con n ectin g  them  so  that the pupil 
can w ander through  the result. C om p act D isc  Interactive and  D ig ita l V ideo  
Interactive are sim ilar com m ercia l standards for m anagem ent o f  m ultim ed ia  
data based  on  m icros and vid eo-d iscs. A nother hybrid is P lexus X D P  
[T uckw ell, 1987] w ith  in tended  ap p lica tion s in d esk to p  publish ing.

3.2 Im age databases

R E D I (P u rd u e U n iversity  [C hang and F u, 1980]) w as designed  for L andsat 
im ages to  a llow  sim ple sim ilarity retrieval. R oads, rivers, cities and m ead ow s  
are identified  and stored  as relations -  eg. roads and rivers are represented by 
line segm ents, on e per tuple. Q ueries take the form  “ Find m e the nam e o f the  
river I ju st p o in ted  to ” or “ F ind  m e p ictures o f  cities w ith a sim ilar road  
pattern  to  this o n e ” and  are entered  in a tabular query language. H ow ever, 
m uch in form ation  is already con ta in ed  in the im age attributes -  nam es o f  
roads and cities, w orld  coord inates, etc. -  w hich  m akes in terpretation  easier.

A datab ase o f  chest X -rays at N a g o y a  U n iversity  provides the user w ith  
‘sk etch es’ o f  X -rays it con ta ins. T he sketch  is a four-level ou tlin e  o f  ribs, rib­
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cage an d  b lo o d  vessels p rod uced  by im age analysis. In ad d ition , rad io log ists  
can  in d ica te abnorm al p atches and  provide text com m en ts. A s w ell as m ix ing  
textual an d  graph ical a n n o ta tio n , the sketch  cou ld  be used  as a  key  for  
sim ilarity retrieval.

A  rem ote sensing  im age d atab ase  at O sak a  U n iversity , Japan [N agata , 
1984], uses five-d igit ch a in  co d es2 to  en cod e  line segm ents o f  rivers, roads, 
etc. T h ese are stored  in  a relational datab ase for use in sim ilarity retrieval. 
C hain  cod es are a lso  p rop osed  for sim ilarity retrieval in  an  im age d atab ase at 
M ich igan  U n iversity  [G rosk y  and  Lu, 1986]. T h ey  are con ca ten a ted  and  
com p ressed  to  yield  a string for pattern  m atching.

F in ally , P icture A rchiving and  C om m u n ica tion  System s (P A C S ) are begin ­
n ing  to  appear. T he purpose o f  P A C S  is to  store large num bers o f  d ig ita l 
im ages w hile m in im ising  access tim e and a llow in g  standard  com m u n ica tion  
[R ogers et al., 1986; Parrish et a l., 1986]. T he im ages are labelled  w ith  facts 
and  m aybe text com m en ts, for analysis by and  co m m u n ica tion  betw een  
experts. A n exam ple o f  their use is in the rad io logy  departm ent o f  a  h osp ita l, 
w here im ages are produced  on  film , v id eo  and  com p u ter  -  X -ray, u ltrasound  
scan  and com p uter to m o g ra p h y /N M R  respectively . At present, X -rays are 
filed in  en velop es and u ltrasound  scans on  v id eo tap e , w ith  the o b v iou s  
p oten tia l for lo ss or dam age. E ach im age type a lso  requires a  different 
disp lay device -  ligh t b ox , T V  or m on itor  -  w hereas P A C S  w ill a llow  all o f  
them  to  be in tegrated  electron ically .

4 A new MMIS based on content retrieval

A ll the system s described  in  S ection  3 con trib ute to  the g o a l o f  an  ideal 
M M IS  but each  has serious lim ita tions. M M IS s that rely o n  a single data  
m od el con stra in  the user to  th in k ing  in  term s o f  that m od el. F or  in stance  
hierarchical d ocu m en t m od els  d o  n o t ad apt w ell to  th e  n o tio n  o f  a  w eb  o f  
in form ation  w h ile  w ebs d o  n o t cater for page-by-page presentation; neither  
d ocu m en ts n or w ebs are id eal for a pure im age d atab ase  w here the m ain  
requirem ent is fast and  m ean ingfu l access to  a  large num ber o f  im ages from  a 
single ap p lica tion . C on ten t retrieval is com m o n ly  p rovid ed  as an  after­
th ou gh t rather than  b ein g  treated  as a  fundam ental requirem ent. It is 
im practical to  con sid er that the ex traction  and  organ isa tion  o f  sem an tic data  
can  b e ach ieved  independ en tly  o f  storage and  retrieval. Im age understanding  
en v ironm en ts are pow erful to o ls  for stud y in g  the effects o f  different analyses  
o f  im ages, but they  are in tend ed  for use by experts an d  ca n n o t eas ily  be  
ex tend ed  to  o th er m ed ia . T h e system  described  in  the rest o f  th is section  is 
on e  w h ich  w as d esign ed  to  provid e au tom atic  con ten t retrieval o f  a  large  
vo lu m e o f  sim ple an d  com p lex  m ultim ed ia  d ata . It is n o t con stra in ed  b y  a 
sin g le  d ata  m od el n or  by ap p lica tion  and  can  be extend ed  to  ex p lo it  new  
an a lysis techn iqu es as they  em erge.

2Chain codes are concise descriptions of a connected pixel path -  each digit representing the 
movement from one pixel to one of its 8-neighbours.
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T he aim  o f  the M u ltim ed ia  G ro u p  at M anchester U n iversity  is to  ad vance  
the techn iqu es used  for the m anagem ent o f  m ultim ed ia  in form ation  by 
draw ing together the d iscip lines o f  im age an alysis, d a tab ase  d esign  and  
artificial in telligence. T he architecture o f  the g rou p ’s p ro to typ e M M  IS, 
(described  fully in  [C row ther et a l., 1989]), is built around  tw o  m ajor  
assu m p tions.

•  T hat the m o st pow erful facility  that the system  can  p rovid e is au tom atic  
con ten t retrieval. T h is ca lls for interpreters for each  m ed ium  since there 
is little  co m m o n  grou n d  betw een  the an a lyses o f  dilferent m edia. N o te  
that under th is schem e a com p lex  ob ject such  as a  d ocu m en t w ill u se an  
interpreter for each  m ed ium  it con ta in s and an  interpreter for the  
d ocu m en t structure.

•  T hat au tom atic  an a lysis is tim e con su m in g , for exam p le som e im age  
analysis a lgorithm s can  take hours. T o  expect the system  to  ana lyse every  
object in  resp onse to  a query an d  then  d iscard  the results is ou t o f  the  
q uestion . A s a result a ll m ed ium  in terpretation  is perform ed pre-query.

T he system  architecture is sh ow n  in  F ig  3. F rom  the user’s p o in t o f  v iew  raw  
data  is stored  in  the information base an d  can  then  be retrieved via a 
graphical query interface.

As data  arrives from  the ou tsid e  w orld  it is d ig itised  and  put in to  the raw  
database. At so m e con ven ien t tim e w hen  the system  is n o t busy a semantic 
representation is created  for each  ob ject by  the relevant medium-specific 
interpreter. T he sem an tic  represen tation  describes the results o f  in terpreta­
tion  and is stored  in  the semantic representation base. A m app ing  is 
m aintained  betw een  each  sem antic representation  and its parent in stance so  
that the latter can  be retrieved during th e  query process.

It is som etim es necessary or at least useful to  com press m edium  instances to  
save storage. S om e ap p lica tion s require that this com p ression  is lo ss-less, 
(e.g . text), but som e are less stringent and  perm it lo ssy  com p ression , (e.g . 
im ages o f  the hum an  face). In terpretation  o f  the com pressed  version  is 
som etim es p ossib le , (e.g . pyram id n o d e  lin k ing  for im ages [P ietikainen  and  
R osenfeld , 1981]), hence the sw itch  betw een  database-in terpreter and  d e­
com pression -in terpreter paths.

As d iscussed  in  S ection  1, in terpretation  o f  m edium  instances requires 
k n ow led ge and this k n ow led ge sh ou ld  n o t be em bedded  in the cod e for 
m edium  specific interpreters. T o  th is en d , the in form ation  base con ta in s a 
third co m p o n en t -  the knowledge base. T h e k n ow led ge b ase con ta in s a m odel 
o f  the d ata  it exp ects to  en cou n ter so  that it can  gu ide the interpreter, 
querying and  m atch in g  processes. T he k n ow led ge can  be considered  to  have  
tw o  com p onents: general and  application-specific. T he lo n g  term  aim  is to  
m inim ise the am ou n t o f  applica tion -sp ecific  k n ow led ge so  that the system  
can  qu ick ly  b e ta ilored  to  other ap p lica tion s. U nfortu nately  the process o f  
in terpretation  varies greatly  from  on e  m ed ium  to  an oth er  im ply ing  that
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application domain data (medium-instances)

Fig. 3 The Multimedia Group system architecture

applica tion -sp ecific  k n ow led ge w ill a lw ays b e present, in deed  it is necessary  
even  for hum ans, but it m ay still be m in im ised  w ith in  each  m edium . 
K n ow led ge  represen tation  research a im s to  dev ise  form alism s for describ ing  
any k n ow led ge in  w ays understandab le by com p u ter  [R ingland  and  D u ce , 
1988], so  that ta ilor ing  future system s to  new  a p p lica tion s m ay on ly  in vo lve  
en tering the new  k n ow led ge in  a  standard  form at.
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A s an exam ple o f  a sem antic representation  con sid er the semantic net o f  
F ig. 4. A  sem antic net is a graph o f  objects and  u n id irection al relationsh ips  
betw een  th o se  ob jects used to  describe a com p lex  en tity , s itu a tio n  or con cept. 
T his can  be com bined  w ith rules o f  the form  “ O bject A  is to  the right o f  
object B if  object B is to  the left o f  object A ” so  that further in form ation  can  
be deduced . Sem antic nets can  be used  to  answ er queries such  as “ W hat 
im ages have teacups in them ?” or “ W here is the cup  in  relation  to  the jug?” .

< s &

u

Fig. 4 A simple scene described using a semantic net

In the system , queries are expressed  by the user as query trees -  h ierarchical 
objects w ith  log ica l operators (A N D , O R ) as n od es and  various specifiers as 
leaves. T he specifiers ind icate w hich  m ed ium  instances w ill m atch  a particu ­
lar leaf and m ay be facts, m ed ium  instances (for sim ilarity retrieval) or other  
query trees. Therefore each  lea f specifies a set o f  m ed ium  instances that are
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log ica lly  com b in ed  to  p rod uce a  d escrip tion  o f  th e  query set that satisfies the  
query.

T h e query set is sen t to  th e  query interpreter that ca lls o n  m ed ium -specific  
matchers to  find  th e  q ualify ing sem an tic  represen tations for each  m ed ium . If  
a  m atcher is h and ed  a  raw  m ed ium  in stance for sim ilarity  retrieval it m ust 
first extract its sem antic represen tation  by ca llin g  o n  the appropriate  
interpreter. T he resu lting sem antic represen tation  is com p ared  w ith  others in  
the sem an tic  represen tation  b ase to  find  th o se  that are sim ilar to  a  specified  
degree. T h e m atchers generate a query set that is p assed  back  to  the user via  
the query interpreter and  interface. T he user is to ld  h o w  m any  in stances w ere  
retrieved and , if  the num ber is large, h e m ay  w ish  to  refine the query before  
view ing  an y  in stances. In  order to  m ake th is m ore efficient, the query  
interpreter retains the la test query set in  a  cache so  that the new  query is on ly  
applied  to  th is set. T he query interpreter can  lo o k  to  the k n ow led ge base for 
p ieces o f  th e  ap p lica tion  d a ta  m odel.

F in a lly , a lth ou gh  the query set con cep tu a lly  con ta in s m ed ium  in stances it 
actu ally  on ly  con ta in s their addresses w ith in  th e  raw  d atab ase, for transport 
efficiency. O n ce  the user in d ica tes that he is satisfied  w ith  the size o f  the query  
set, th e  actu al m ed ium  in stances are retrieved from  the raw  database.

5 Conclusions

T o d a y ’s com p u ter  in form ation  system s d o  n o t fully ex p lo it the p oten tia l 
offered by h igh  reso lu tion  co lo u r  w ork sta tion s, m ass storage, fast netw orks  
and con tin u a l im provem en ts in  A rtificial In telligence. T heir natural su cces­
sor is the M u ltim ed ia  In form ation  System . T h e id eal M M IS  w ith  con ten t  
retrieval o f  all m ed ia  is still a lo n g  w ay  off. It w ill require the coo p era tio n  o f  
experts in  all areas o f  com p u tin g  tech n o lo g y  and  from  specific ap p lica tions. 
A lthou gh  au tom atic  in terpretation  w ill prob ab ly  never be better than  hum an  
in terpretation  it has already sh ow n  great p oten tia l and  w ill p rove invaluable  
to  users o f  large M M IS ’s. O ther areas in  w hich  m ultim ed ia  is find ing a p lace  
are electron ic m ail [R eynolds et al., 1985] and d istributed  real-tim e confer­
encing  [Sarin and  G reif, 1985].

T he M u ltim ed ia  G roup  at M anchester U n iversity  is b u ild ing  a p ro to typ e o f  
the system  described  in S ection  4. In itia lly , the au tom atic  in terpretation  is 
restricted to  im ages and w ill later be extended  to  text, fact and  structured  
d ocu m ents. T he softw are is w ritten  in  C  +  +  [Stroustrup 1986] and operates  
on  a netw ork  o f  Sun w ork station s.
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An Overview of Multiworks
M.E. Morris and I. Cole1

STC Technology Ltd., London Road, Harlow, Essex, CM17 9NA

Abstract

The paper provides a simple overview of the intended functionality of 
Multiworks (MULTI-media Integrated WORKStation) a Technology 
Integration Project (No. 2105) supported by ESPRIT II.

The goal of Multiworks is to develop a workstation for the office- 
based professional that manipulates voice, sound, 2D and 3D 
graphics, video, and text. The aim is to provide facilities for multi- 
media comparable to those currently available for the traditional 
media of text and graphics.

The project is taking a layered approach to design and development, 
with workpackages devoted to the design of a basic hardware 
platform, a multi-media programming environment, an applications 
environment and the end user environment. User Requirements in the 
form of scenarios are being used to drive the configuration and 
integration of the various layers.

1 Introduction

E xisting IT  system s have tended  to  address specialist activ ities or basic office 
activ ities rather than support for m ore general p rofessional activ ities in 
organ isation s. P rofessional w ork has been seen  as being to o  com p lex  and  
varied to  be easily  supported  by IT, even  though  professionals provide  
con sid erab le ad ded-value to  their organ isa tion  and their tim e can be 
expensive. A ny support provided  to  professionals sh ou ld  aim  to increase not 
just their efficiency but a lso  their effectiveness, w hich  is derived from  the 
ach ievem ent o f  key organ isa tion a l objectives.

P rofessionals spend m uch o f  their tim e h and lin g  issues. T his can vary from  a 
quick individual con su lta tion , to  a lengthy  in vestiga tion  in vo lv in g  w ork ing  
as part o f  a large m ultid iscip linary team . In either case, a professional often  
has to  w ork  w ith  in form ation  that is vague, fragm entary and perhaps even  
unreliable. A professional is a lso  expected  to  draw  upon  extensive k now ledge *

'Ian Cole is manager of the Professional Community Support Group at STC Technology Ltd. 
in Harlow. He is also project manager of the Multiworks project on behalf of ICL.
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and experience to  produce creative so lu tion s to  the p rob lem s facing an  
organ isa tion  and to  d evelop  p lans for the ex p lo ita tion  o f  business o p p o rtu n i­
ties.

P rofessionals rarely w ork in iso la tio n , m uch  o f  their w ork is co llab ora tive  in 
nature. T he co llab ora tion  m ay have a form al basis, as in the setting up o f  a 
w ork group  to  h and le a particular issue, or it m ay be inform al, as in  ad h oc  
p eer-to-peer con su lta tion s. M oreover, professional co llab ora tion s increas­
ingly  in vo lve  personnel w ork ing  on  sp lit sites. T herefore, any IT  support 
provided  m ust be able to  unite the m em bers o f  the p rofessional com m un ity  
and provide support for co llaboration .

A key aim  in  exp lo itin g  IT is to  provide p rofessionals w ith  a system  w hich  is 
su pp ortive to  their activ ities, rather than  coercive or restrictive, w ith  m in im al 
system -im p osed  con stra in ts on  their actions.

M od ern  tech n o log ies, particu larly th ose  associated  w ith  m ulti-m ed ia , have  
op en ed  the w ay for n ovel k inds o f  IT  support m ore su ited  to  such  
p rofessional activ ity . In particular, there is a grow in g  rea lisation  am ongst  
g lob a l IT  com p an ies (eg. IB M , A pple, H P , D ig ita l), includ ing  th ose  w ith  a 
E uropean  base (eg. B ull and  O livetti), that m ulti-m edia  is b ecom in g  a m ajor  
force in the m arket p lace and  a cand idate for significant p roduct investm ent. 
T hus w e m ust a lso  respond  to  this challenge if w e are to  p osition  ourselves in  
this grow in g  m arket place.

2 The Multiworks solution

M ultiw orks (M U L T I-m ed ia  Integrated W O R K S tation ) is an E S P R IT  project 
(N o .2105 ) involving collaboration  betw een several E uropean com puter m anu­
facturers and softw are houses. T he co llaborators include ST C  T ech nology  Ltd  
on  behalf o f  IC L, Bull, O livetti System s & N etw ork s, A E G  E lectrocom , 
Phillips K om m u n ication s Industrie, P hilips C om p onents, A corn  com puters, 
C horus System es, H arlequin, SG S-T h om son , and  Trium ph-A dler.

T he goa l o f  M u ltiw ork s is to  d evelop  a range o f  w ork sta tion s for th e  office 
that m an ip u la te v id eo , vo ice , sou n d , graph ics an d  text w ith  facilities 
com p arab le to  th o se  availab le  to d ay  for trad itional m edia: text and  graphics  
[M W  90]. M ajor concerns are w ith  m odu larity , such  that a  range o f  
con figurations can  be p rod uced , adherence to  in tern ationa l standards and  
the use o f  E uropean  tech n o lo g y  w here p ossib le . M u ltiw ork s w ork sta tion s  
are a lso  seen  in  the con text o f  d istributed  system s an d  w ill have the capab ility  
to  in terw ork  across a  h eterogen eou s range o f  o th er w ork sta tion s.

T he project is tak in g  b o th  user-centred  an d  a layered  ap proach  to  design  and  
d evelop m en t, w ith  w ork packages d evoted  to  overall system  design  as w ell as 
to  the d esign  o f  a  b asic  hardw are p latform , a m ulti-m edia  program m ing  
en v ironm en t, an  ap p lica tions en vironm en t and  th e  p rofessional end-user  
en vironm ent.
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2.1 The design process

The design of the Multiworks workstation is being driven by scenarios. 
Scenarios are sets of “substantiated” requirements based on focussed case 
studies undertaken in end-user organisations. As such they are marketing 
and user requirements led exercises. This approach was chosen because of the 
dubious value of past approaches where the technology was built first and its 
application sought afterwards. The methodology essentially identifies crucial 
issues that have to be resolved by the domain professionals in the context of 
community working.

Scenarios are currently being developed in health, office systems, inventory 
control, music and education. The scenarios, especially when rapidly proto­
typed, are a very effective way of moving from requirements to design, and 
are essential in under-pinning a user-centred approach to system develop­
ment. The scenarios and prototypes are presented to the target user 
communities for confirmation that they represent useful and viable solutions 
from the user’s point of view.

The scenarios drive the configuration and integration of the various system 
layers, and act as the basis for the development of system demonstrators 
which integrate and add value to the Multiworks technology in relation to 
particular markets. For example, STL are using a health and a generic office 
scenario to drive the configuration and integration of early demonstrator 
systems in Multiworks, as well as the basis for exploring more advanced 
applications of the Multiworks technology of value to future markets.

2.2 The basic p la tfo rm

Two hardware configurations will be produced for the basic platform. The 
primary version will use the powerful 80486 chip as its main CPU, but there 
will also be a lower-cost option, utilising the ARM3 RISC chip. The use of 
UNIX* V.4 as the target operating system will ensure hardware indepen­
dence and portability for higher levels of software. Extra facilities for 
management of the various peripherals, real-time handling of multi-media 
data and the basis for an efficient distributed operating system will be 
provided by the CHORUS distributed operating system nucleus [Rozier et al 
88]. Multiworks will also use X-windows and Motif as the standard user 
interface service.

2.2.1 M ulti-m edia periphera ls  One of the major technological advances in 
Multiworks is the integration of multi-media as part of the workstation 
environment. A variety of media will be supported including all aspects of 
sound (e.g. speech and music), video, document and script recognition, two 
and three dimensional graphics, animation, etc. A variety of peripherals will 
be compatible with the workstation, including scanners, printers, video

*UNIX is a trade mark of AT and T in the USA and other countries.
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cameras, etc. A modular approach has been taken to allow for different 
configurations of workstation to be delivered, with the standard EISA bus 
providing a common backbone linking the CPUs to the peripherals.

Some of the media, for example speech recognition, require processor boards 
of considerable power to cope with the large amounts of data produced. The 
provision of intelligent controllers dedicated to handling specific peripherals 
will increase the degree of parallelism within the system, facilitate peripheral 
management and remove workload from the CPU, thereby avoiding a 
common dataprocessing bottleneck.

2.2.2 C om m unica tions  Multiworks will also provide advanced communi­
cations facilities including FDDI-II and ISDN. This will permit voice and 
data communications to be integrated right across a distributed system and 
allow professionals to share and discuss computerised information via the 
telephone. In particular, the high bandwidth provided by optical fibre local 
area networks conforming to the FDDI-II standard will facilitate the 
transmission and integration of multi-media information.

2.3 The p rogram m ing  environm ent

Programmers must be considered as a second, different group of users for the 
Multiworks workstation who make rather different demands on the system 
from those made by professional end-users. Programmers require a system 
which allows them to produce high quality software in the minimum amount 
of time.

Two object oriented programming languages, C+ + & CLOS [DeMichiel 
87] will be provided in addition to the more conventional C. Object and 
function libraries will be provided to promote the quick development of 
applications through maximising the reuse of existing code. The provision of 
a graphical interface builder will allow the rapid implementation of usable 
and consistent interfaces with the minimum of effort.

2.3.1 D istribution  There is an important and growing need in computing 
to link work stations, peripherals, and specialised servers into distributed 
networks which maximise the use of expensive resources and create synergy 
between end-users. However, little application software is currently capable 
of taking full advantage of the benefits associated with such distribution.

Distribution imposes requirements on both application programmers and 
end-users which can be minimised by an architecture designed to introduce 
‘transparencies’ which hide conventional concerns such as resource location, 
operating environment, and inter-process communication.

STC Technology Ltd will be providing an ANSA conformant platform on 
Multiworks [APM]. The architecture it provides gives a number of long 
term benefits. It is capable of supporting both Local and Wide Area
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Networks, and it allows heterogeneous systems, i.e. systems provided by 
multiple vendors, to be linked in a productive manner by hiding many of the 
complexities normally associated with such a scheme.

The programmer benefits from a richer environment, where the distributed 
architecture will provide novel programming opportunities. Applications 
will be written in a modular fashion to take advantage of distribution, with 
the functionality of a given application being shared between different 
modules and access to such functionality shared between end-users.

2.3.2 Multi-media system resources The application programmer will 
also have access to a wide range of multi-media resources. Application 
programs can be written to take full advantage of the multi-media per­
ipherals, both as input and as output devices. It will be possible to create and 
access libraries of multi-media objects and functions as basic building blocks 
for the rapid development of new applications. The new software will be able 
to cope with a variety of data types, including “unreliable” data, such as 
speech and the output from scanners.

2.4 The application environment

Several exemplar applications will be produced, including an electronic desk, 
an intelligent forms editor and Resource Connection Manager, based on a 
hypermedia toolkit called Multicard.

The applications programmer will also be provided with tools to help him 
develop knowledge-based applications. He will have access to LUIGI, a 
knowledge engineering environment which will be integrated with Multicard.

2.4.1 Multicard Multicard is a hypermedia system with application devel­
opment tools which will make it possible to link individual resources 
together to form complex webs of information, through which the user can 
either navigate at will or follow pre-defined paths supplied by the developers. 
The tools will be sufficiently high level to allow end-users also to create 
personalised applications, perhaps for information management.

Underlying Multicard will be Multitalk, a language similar to Apple’s 
Hypertalk, which will allow the manipulation of multi-media resources. 
Multitalk will permit the rapid creation of hypermedia-based applications 
using multi-media building blocks and their associated editors to create more 
complex resources. For example, documents will be able to have embedded 
cartoon and video sequences activated at the touch of a button; reviewers 
will also be able to add voice annotations to documents, etc.

2.4.2 LUIGI Luigi is a knowledge representation system with an elabo­
rated graphic knowledge manipulation environment and especially tailored 
to support the construction of large knowledge-based systems. It is imple­
mented using the Lispworks™ development environment supplied by Harle­
quin [Harlequin 90].
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2.5 The p ro fess iona l end-user's environm ent

The professional will be provided with one or more graphical user environ­
ments providing access to all the resources and applications they require, 
including facilities provided by UNIX e.g. Email. A variety of presentation 
metaphors can be provided, including office desktops, hospital ward over­
views, etc. whatever is appropriate for the user and/or tasks involved.

The user environment will be based on the direct manipulation of multi- 
media resources, and will have a consistent ‘look-and-feel’ due to the 
provision of a set of basic building blocks for the programmer. The user will 
have the ability to transform the data presented on screen into a variety of 
representations. For example spreadsheets will be capable of conversion into 
graphs, bar charts, pie charts, etc. It will also be possible to have multiple 
representations of the same data on screen simultaneously, with the system 
maintaining their consistency. Users will also be able to work co-operatively 
with colleagues.

However, this raises two questions: how will applications be integrated?; and, 
what kind of co-operation between users will be supported?

2.5.1 M ulti-m edia  resources A resource can be any data the professional 
finds useful in his or her work e.g. documents, spreadsheets, graphs, etc. For 
Multiworks resources are not just made up of the text and bitmaps found in 
most current systems. Multiworks aims to provide a multi-media environ­
ment where text and graphics can easily be mixed with speech, music, video, 
etc.

The system will allow resources to be plugged together using the hypermedia 
toolkit, i.e. professionals will be able to link resources and specify the data 
that is passed between them. For example a spreadsheet could be linked to a 
database, with changes in the database reflected by corresponding changes in 
the spreadsheet (and vice versa).

Professionals will be able to share data simply and easily with their peers e.g. 
webs of resources relating to a specific project can be shared between the 
members of a work group. They will have transparent access via the 
underlying distributed platform to information no matter where it is stored 
in the system. This is in contrast to current practice where users can only 
access information if they know its format and location.

Established professional communities and organisations will be able to set 
up databases of information relating to their activities. These databases will 
be accessible by any member. In this way changes to corporate standards, 
policies, document layouts, etc. can be propagated quickly throughout the 
workforce. New members of a community will be able to browse the 
information at will, helping to reduce training overheads. Specific exemplars 
and generic templates can be provided e.g. templates for monthly reports,
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example project plans, etc. which can be reused, thereby reducing the time 
spent on needless repetition of tasks and consequently increasing efficiency.

2.5.2 C om pute r-supported  co-opera tive  w ork Professionals are rarely 
located together, however they need to share all kinds of resources, from 
data and documents to expensive hardware.

Multiworks will provide the capability for professionals to co-operate in real 
time by sharing applications, information on their screen, and establishing a 
voice dialogue. Such a capability will be provided as an intrinsic part of the 
distributed platform rather than as a single application. This again prevents 
users from having to know where such an application might be and allows 
them to concentrate on the collaboration rather than finding the application.

3 Conclusion

Multiworks will provide the potential for a range of configurable, multi- 
media workstations. Not only will these workstations intercept major 
international standards, but they will also support the development of 
applications suitable for increasing the effectiveness of professional commu­
nities in organisations. Such a capability will provide a significant differentia­
tor in a market with a hugh potential for exploitation, both by ourselves and 
our European partners.
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5 Glossary

ANSA
ARM
CHORUS
CLOS
CPU
EISA
ESPRIT

FDDI
ISDN
IT
PCS

Advanced Networked Systems Architecture 
Acorn RISC Machine
A distributed operating system nucleus from Chorus Systemes 
Common Lisp Object System 
Central Processing Unit 
Extended Industry Standard Architecture 
European Strategic Programme of R&D in Information Tech­
nology
Fibre Distributed Data Interface 
Integrated Services Digital Network 
Information Technology 
Professional Community Support
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RICHE -  Reseau d’lnformation et de 
Communication Hospitalier Europeen 

(Healthcare Information and 
Communication Network for Europe).!

Tony Drahota
International Computers Ltd, Slough, Berkshire, UK

Abstract

The RICHE project was conceived and organised as a response to 
the requirements of the health care sector for more effective use of 
information technology. A large consortium of European I.T. compa­
nies and health care organisations set out, in 1989, to define and 
take to pilot implementations an architecture for health care systems 
which will apply equally in all European countries and which will 
reflect the need to integrate support functions for healthcare profes­
sional, administrative, technical and managerial activities. This ambi­
tious three year project, now in its second year, has successfully 
completed the first phase of its activities -  the analysis and modelling 
of the overall requirement and the initial definition of the global 
architecture. This paper gives an overview of the project findings to 
date and it previews some of the results expected from current and 
future work.

1 Background

RICHE is a project partially funded by the Commission of the European 
Community (CEC) under the Office Systems Branch of the European 
Strategic Programme for Research in Information Technology (ESPRIT). 
The RICHE consortium is an international one, consisting of health services 
and hospital representative organisations, research institutes, software 
houses and computer manufacturers from France, Ireland, Italy, The 
Netherlands and the United Kingdom. The consortium’s expertise in health 
care and health informatics covers all major branches of health care systems. 
Since the product of RICHE must be applicable to the whole of Europe, the 
project has established working relations for collaborations in Belgium, 
Denmark, Greece, Federal Republic of Germany, Luxembourg, Portugal

tFunded by ESPRIT Project 2221.
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and Spain, as well as in all EFT A countries. RICHE also has contact with the 
World Health Organisation and other international bodies, national health 
authorities and standards institutions.

The members of the RICHE consortium, which will invest approximately 
1,000 man-months of effort during the period 1989 92, are:
CONSEIL DE FILIERE STAF, le Mans, France, (prime partner)
BULL S.A., France
IIRIAM (Institut International de Robotique de lTntelligence Artificialle de 
Marseille), France
SIG SERVICES B.V. (Informatics in Health and Welfare), The Netherlands
BAZIS (Central Development and Support Group, Hospital Information
Systems), The Netherlands
IRISH MEDICAL SYSTEMS, Ireland
UNIVERSITA CATTOLICA DEL SACRO CUORE, Italy
GESI (Gesione Systemi per L’lnformatica S.r.l.), Italy
LOMBARDIA INFORMATICA S.p.A., Italy
ICL (EUROPE), UK

2 Rationale for RICHE

Health care systems, and the hospitals within them, are information intensive 
and vast amounts of data are transferred within them. Due mainly to 
demographic factors, demand for health care will increase in all societies of 
Europe in the coming years and, consequently, so will the information 
volumes and traffic. Health Authorities will have to place even more 
emphasis on cost containment; exploitation of advanced information pro­
cessing technologies can contribute significant savings.

The progressive unification of Europe is creating a market large enough to 
permit the very costly development of European solutions for the health care 
market. However, as many past studies and experience show, the most 
significant benefits will be realised by enabling integrated systems to be built 
and for this standards are required. It is one of the main objectives of RICHE 
to define a system architecture which is applicable in European countries 
regardless of their political-administrative and socio-economic environments 
and national legal systems.

The RICHE reference architecture will define the building blocks (or types of 
system components) from which RICHE systems can be built. It will also 
define the rules constraining the inter-relations between the components, i.e. 
how they may be inter-connected and used in conjunction and co-operation 
with one another. These rules will be based in part on a global data model, 
which the project is developing, and on a variety of open systems standards 
(e.g. communications).

The RICHE reference architecture will allow the I.T. industry to design and 
develop new applications for health care which will be able to inter-link with
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each other, and it will also show how existing applications could be 
interfaced to RICHE systems, this being necessary to protect existing 
investments and reduce the development burden.

Historically, the application of I.T. in health care has been concentrated in 
administrative areas and little direct support has been offered to the 
professional activities of doctors and nurses.

RICHE pays particular attention to the needs of these professionals, indeed 
applications specifically aimed at them will be designed and prototyped 
during the project.

Significant benefits are anticipated for patients, health care professionals and 
managers of health administrative systems as a result of RICHE. These will 
be achieved through better on-line and up-to-date information about 
patients, possibilities of direct consultation with colleagues and experts, use 
of decision support and knowledge-based systems, availability of compar­
able and reliable epidemiological data for health surveillance, cost savings by 
more efficient use of facilities, improvements in quality and timeliness of 
information for policy making and day-to-day management, and so on.

3 Scope and objectives of RICHE

A health care system can be considered to be composed of six groups of 
functions and the interfaces between them:

• Patient management -  dealing with patient identification, admission, 
transfer and discharge

• Medical care
• Nursing (short and long-term)
• Medical support (e.g. laboratories, operating theatres)
• Ancilliary services (e.g. catering, cleaning)
• Management and administration

Figure 1 illustrates this view. In its present phase, RICHE has restricted itself 
to detailed examination of the Patient Management, Nursing and Medical 
care process and to the interfaces and data which are required by Manage­
ment, Medical Support and Ancilliary Services. On the basis of modelling 
and analysis of the requirements within the above RICHE domain, a RICHE 
architecture definition is being produced and prototype applications, confor­
mant with it, will be designed and implemented for the functional areas of 
Nursing and Medical Care.

The context within which the RICHE project is developing the architecture 
is best illustrated by the key criteria which RICHE must meet:

Openness: the ability to incorporate new technologies and, possibly unfore­
seen, application services.
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Management Medical Support 

Fig. 1 Healthcare system functions.

Ancillary Services

Modularity: which ensures that changed requirements result, as far as 
possible, in localised changes, and allows modules to be re-used in several 
application services to reduce costs.
Distribution: of both information and processing over a heterogeneous 
machine environment.
Standards: the maximum exploitation of agreed, emerging and de facto 
European and international standards.
Exploitation: wherever possible, of existing commercially available products 
and system components.
Homogeneous system appearance: to be achieved through the use of a 
common Human-Computer interface service and a common style guide.
Application portability: through the provision of a standard Application 
Programming Interface (API) to the generic and basic services.

Additionally, the RICHE results must be equally applicable in different 
countries of Europe, and hence RICHE must fit into different organisational, 
cultural and economic environments. A brief overview of the approach 
adopted to achieve the RICHE objectives is given in the next section.

It is evident that the RICHE initiative is tackling a set of very complex 
problems. Finding the project within the ESPRIT pogramme, one could 
assume that the consortium intends to research and develop new techniques 
and technologies to address the Health Care requirements. However, this is 
not so. The RICHE consortium believes that its mission can be achieved
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through the adoption of existing technologies and approaches, albeit some­
times very advanced ones, and therefore RICHE should be viewed as, 
essentially, an integration project focusing on understanding of needs and 
bringing together of appropriate I.T. capabilities to provide a solution.

4 Modelling

To develop its solution, the RICHE project had to gain a comprehensive 
understanding of the requirements for health care systems. Examining these 
requirements, different systems professionals have different viewpoints and 
often focus on different concerns they consider crucial.

In RICHE, due to the project timescales, it was important that the definition 
of “technical” architecture was conducted largely in parallel with the capture 
and modelling of the requirements.

Therefore, a framework for modelling was required, which permitted the 
parallelism of activities, as well as supporting the different viewpoints of, for 
example, the (medical) doctors, nurses, system designers, hospital managers 
and so on.

The framework of abstractions, which is the subject of reports from 
the ISO Group working on Open Distributed Processing (ISO/IEC 
JTC1/SC2/WG7), suggested itself. Within this framework, information sys­
tems are considered from five perspectives or viewpoints:

Enterprise
Information
Computation
Engineering
Technology

Within each viewpoint, the system can be considered from various aspects 
(e.g. security, dependability, privacy, etc). Indeed these aspects will usually 
appear in all the viewpoints, although possibly in a different order of priority 
or expressed differently. Also with each viewpoint, the system can be 
positioned at a different level of abstraction: ranging from a totally general 
view of systems to a highly constrained view of a particular system. Thus a 
three dimensional framework is created (see Figure 2) where: •

•  The role of the information system within an organisation is described in 
the Enterprise projection.

• The information requirements and structure are described in the Infor­
mation projection.

•  The operations to be performed on the Information are modelled in the 
Computation projection, but independently of any computer systems 
and networks.

• The description of how to mechanise the application definition given by 
the computation model is contained in the Engineering projection.
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•  The technical components and standards from which a system can be 
constructed are defined in the Technology projection.

Although the projections are not independent of each other, it is quite 
possible to work on several in parallel, at different levels of abstraction.

RICHE has proceeded along two parallel and closely co-ordinated lines of 
activity, one addressing the enterprise, information and computation 
models, the other concentrating on the engineering projection. Given a well 
defined boundary for the functionality which the RICHE system is to 
provide, the former was conducted in highly specific terms. The engineering 
projection results are more abstract and as such apply to a wider range of 
system solutions than RICHE. This was exploited and an agreement was 
reached with another ESPRIT project (BANK 92) to combine efforts to 
specify and develop components required by both projects. The two projects 
are now jointly specifying and developing a common platform, designated 
RIBA (for RICHE and BANK 92), which will support the development and 
use of application programs and services within the domain of either project.

4.1 Enterprise view point

Key concerns related to Community Health Care and Hospital systems 
within this were identified from past studies and from experience of the 
consortium members. A study report on 14 European countries was 
produced by Prof. Albert van der Werff.

Amongst its findings, the differences in organisational and financial structure 
were highlighted and are reflected in the approach taken to modelling within 
the information and computation projections.
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4.2 In fo rm ation  a n d  com puta tion  viewpoints

The RICHE consortium contains, and collaborates with, many users, who 
are directly participating in the definition of the models. It is essential that 
these people understand and can use the modelling language. Therefore, 
RICHE has adopted the classical Entity-Relation and Data Flow models for 
the information and computation viewpoints. The chosen methodology, 
which is supported by a case tool (MASTER) provided by one of the RICHE 
partners (GESI), has proven to be highly effective in the RICHE environ­
ment, and extensive models have been developed very quickly using it. These 
models provide a common view of the health care systems in different 
countries. Of course, there are differences between countries; indeed, differ­
ences can be found between districts of a single country, in terms of the exact 
process and data which they use or need.

Various techniques were used by RICHE to cater for such variations with a 
single model. One of the techniques is to model the local variations in 
processes, rules and procedures as attribute values within the data structure. 
This also implicitly introduces the need for knowledge-based support within 
the RICHE system.

It is through this knowledge-based approach that a RICHE system will be 
adaptable to different end users’ day-to-day practices and will cater for 
different hospitals’ procedures and rules.

Four different levels of knowledge have been identified

• Overall RICHE level, e.g. common medical criteria/practice
• Country level, e.g. country laws, regulations
• Organisation level, e.g. district/hospital regulations and circumstances
• End-user level, e.g. user profile -  personal practice.

A set of concepts were introduced for knowledge representations and 
processing including: •

• taxonomies of abstract classes, where:
-  a class features structured objects with multi-valued attributes
-  pre-defined relationships are set between classes of objects
-  pre-defined constraints and properties are set on the class itself or its 

attributes values.
• actual objects are instances of terminal classes
• classes can denote composite objects
• pre-defined properties or relations may be attached to a composite 

object and may be propagated to its components
•  a hierarchy denotes inheritance from class to sub-class and sub-class is a 

specialisation of the parent class
• rules or scripts of actions can be attached to a class or its attributes.
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The knowledge-based approach is extensively exploited within an important 
part of the RICHE system -  ACT MANAGEMENT. An ACT is any activity 
which modifies a patient status or the information concerning the patient 
status. Much of the activity within hospitals can be expressed in terms of 
acts, and, in fact, most acts are standard and can be accurately classified. For 
example, the removal of an appendix can be considered as an act belonging 
to the class of acts “Operation”. Acts follow a lifecycle, they can be requested, 
planned/scheduled, performed, reported, etc. Acts can also be composed of 
other acts (sub-acts), and there may be “interaction” and “obligation” 
relationships between acts.

Act management is the key to enabling integration of health care systems. As 
patients progress through the system, appropriate acts are determined by 
their doctors or nurses, reported upon and, from their results, further acts are 
triggered. Other activities within the system are usually consequences of acts 
(e.g. laboratory tests, preparation of operating theatres, etc.). Information 
about acts (e.g. usage of consumable objects during an act, attendance of staff 
during performance of an act, etc.) feeds into resource management func­
tions. Relationships between acts (e.g. obligation, interaction) can be explo­
ited for scheduling purposes and to provide intelligent assistance to hospital 
staff.

4.3 Engineering view point

In the first year of RICHE, work within the engineering viewpoint concen­
trated on the RIBA platform.

RIBA is a platform (i.e. a collection of software) enabling the application 
program designer and writer to view a network of, possibly heterogeneous, 
machines as a single abstraction with an interface providing a rich choice of 
the services and functions that are required for the application. RIBA offers 
the benefits of distributed processing and openness but without the normally 
attendant complexities.

Some of the benefits of RIBA are:

• the system designer is not tied to a single supplier of H/W or operating 
regime

•  systems can be expanded and enhanced more readily
•  application designers and programmers are freed from concerns with 

local machine environment and the mechanics of interaction between 
application components, and hence development productivity increases

•  overall system performance can be enhanced by exploiting true parallel­
ism in processing, through for example, concurrent use of replicated 
servers.

•  dependability of systems can be improved by replication of key compo­
nents.
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Conceptually, the RIBA platform is seen as a number of layers above the 
networked machines (Figure 3). The lower layer is the Support Environment 
for Open Distributed Processing (SE-ODP). In the initial implementation, 
this is largely based on the work of ANSA1 as evidenced in the ESPRIT 2 
project I.S.A. Concepts from the COMANDOS project will be incorporated 
at a later stage, to provide specialist support for highly distributed applica­
tions.

APPLICATIONS

GENERIC SERVICES

BASIC SERVICES

DISTRIBUTION INFRASTRUCTURE

OPERATING
SYSTEM

OPERATING
SYSTEM

Fig. 3 RIBA overall structure.

The upper layers of RIBA form the application support environment and 
consist of servers commonly required by applications. The servers are 
divided into those that are general purpose for a wide range of applications 
(i.e. basic servers) and those which are restricted to use in health care (generic 
servers).

It is important to realise that the layering is conceptual only. Objects in any 
layer can access objects in all other layers directly, this also applies (but with 
a consequent loss of object portability) to interfaces in the underlying 
operating systems.

RIBA contains mechanisms for concealing the effects of distribution from the 
components and users of the system. In particular, RIBA provides Access 
Transparency and Location Transparency in its current release (RIBA V.O.). 
Access Transparency conceals the communication services from objects such 
that interactions between objects are identical semantically and syntactically, 
whether the objects are local or remote.
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Location Transparency conceals the location of objects in a distributed 
system by ensuring that bindings between them are independent of the routes 
that connect them. Functions for naming, addressing and routing are 
provided in RIBA for this purpose.

Future versions of RIBA will introduce Migration Transparency (i.e. ability 
to move objects transparently to other objects), Replication Transparency 
(i.e. ability to run multiple copies of an object) and Concurrency Transpar­
ency (i.e. parallel usage of resources).

A very important consideration for the portability of applications is that 
RIBA should conceal the differences present in the underlying machinery 
and operating systems. Currently, RIBA runs on UNIX V.3*, MSDOS*, 
SunOS*. Support on UNIX V.4*, OS/2* and ULTRIX is expected.

RIBA supports the client-server model of interaction between objects. The 
bindings between clients and servers are established through the services of a 
Trader. The Trader acts as a directory of interfaces; servers export their 
interface to the Trader, clients import the desired interfaces from it. The 
Trader matches descriptions against requests from clients.

RIBA also provides the necessary tools for construction of distributed 
systems. These include the Interface Definition Language (IDL)1 which 
allows the definition of primitive and constructed data types and their use to 
specify the signature of each operation of an interface. Also provided is a stub 
compiler which converts the IDL specification into a set of stub routines. 
These stub routines handle the marshalling and unmarshalling of arguments 
and results; they also invoke the appropriate interpreter instructions to 
convey the arguments and results between separate capsules containing the 
communicating objects. Distributed Processing Language (DPL)1 and a 
pre-processor are provided. DPL is used for interface trading (Import, 
Export, Discard, Withdraw, Initiate, etc.), the pre-processor provides the 
linkage between the DPL statements and the stubs generated by the stub 
compiler.

5 Planned activities

So far, RICHE has developed a comprehensive integrated model of the core 
functions of a health care system. The project has also released the first 
version of the RIBA platform.

•MOTIF is a trademark of Open Software Foundation, Inc.
MSDOS is a trademark of Microsoft, Inc.
OS/2 is a trademark of International Business Machines Corporation. 
SunOS is a trademark of Sun Microsystems, Inc.
UNIX is a trademark of AT&T in the USA and other countries. 
XWindow is a trademark of MIT.
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Work is progressing in several streams

-  design of act management
-  prototyping of applications (nursing and medical processes)
-  development of RIBA basic servers

• Human Computer Interface (HCI) servers based on X-11 and 
MOTIF*

• Authentication Server based on the mutual authentication principle
• File and Print Servers

-  specification of an integrated multi-media information server, to support 
text, image and relational data.

Further releases of RIBA are planned, these will progressively introduce 
new basic servers as well as enhancements to the distribution infrastruc­
ture (Replication Transparency support, Migration Transparency support). 
Support for C + + will also be added.

6 Summary and conclusions

RICHE is a large multi-national consortium dispersed throughout a large 
part of Western Europe. Despite these factors, the consortium is achieving 
remarkable progress. In part, this can be attributed to the multi-disciplinary 
nature of the project team we seem to have a specialist for anything. The 
involvement of users in several countries is a major benefit. Another possible 
reason for good progress is the willingness of the consortium to adopt other 
people’s good work. Thus the project is not side-tracked into extensive 
research activities -  the “not invented here” syndrome has not appeared.
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Introduction

The Eureka Software Factory (ESF) project was established under the 
auspices of the Eureka programme by a consortium of fourteen companies, 
universities and research institutes.1 They are:
AEG/GEI, Germany 
British Telecom, United Kingdom 
Cap Gemini Innovation, France 
EB Technology, Norway 
ICL/STC, United Kingdom 
Imperial College, United Kingdom 
INRIA, France 
Matra, France
Nixdorf Computer AG, Germany
SEMA GROUP, France
SEMA GROUP, United Kingdom
Softlab, Germany
Telesoft, Sweden
Universitat Dortmund, Germany
The members include industrial groups and research centres and have a wide 
range of interests in software, in its various forms of application. Concern 
about software supply and changes in world population trends and econom­
ies led the members of the consortium to launch a project to industrialise 
software production. The vehicle for this industrialisation is the software

'The partners acknowledge the fact that they would not have undertaken such a long-term 
intensive effort without the support of the following governments within the Eureka programme: 
Federal Republic of Germany, France, Norway, Spain, Sweden and the United Kingdom and 
the interest of the Commission of the European Communities.
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factory. However, the use of the word “factory” in this context has little to do 
with the classical notion of a factory with its emphasis on centrally controlled 
automatic production lines. Instead, we must look at the modern-style 
factory where centralisation and decentralisation are carefully balanced and 
where continuous efforts are directed towards the integration of indepen­
dently evolving asynchronous production facilities. The prime goal of the 
consortium is to establish software factories in practice in industry. Interme­
diate targets essential to achieve the prime goal are: visibly to demonstrate 
that software production is improved by the software factory approach and 
to establish a base of knowledge and facilities to support the development, 
construction and application of software factories in key segments of 
software-dependent industry.

To support these aims, the 1987 Eureka Ministers’ Conference accepted the 
ESF International Proposal, to establish a project over a ten-year period, to 
be funded at 400 million dollars. Due to the scale of the operation, the 
commitment of the consortium is legally consolidated in a joint venture 
agreement.

The decision to built the consortium within the Eureka programme was 
based on the need to collaborate in the selection, development and exploita­
tion of leading-edge technology, combined with the need to exploit existing 
technologies. The latter factor recognises the present-day investment posi­
tion in existing technology and the need to evolve in financially feasible steps, 
e.g. 1-2 year funded investment programmes. The consortium saw the need 
for co-operation on a critical mass scale which is able to go further than the 
pre-competitive research stage. In this sense, the attractions of the Eureka 
programme are twofold. It will create new products and services in European 
industry aimed at the world market, and it will increase productivity and 
thereby strengthen the competitiveness of Europe’s industries and national 
economies on a world-wide basis. In the Eureka programme, participants 
have full responsibility for defining and implementing their scientific and 
technological co-operation projects. They are their own judges of the best 
course to new markets for Europe.

Overall Perspective of ESF

The major aim of this paper is to present an overall perspective of the Eureka 
Software Factory, as seen and understood within the consortium in the 
summer of 1990. We have already given an impression of the scale of 
investment, our goals and stated which companies are involved. We also 
stress that the consortium will deliver products i.e. not terminate activities at 
the research prototype stage. So, what is the need for operating on this scale 
of investment and organization?

A significant part of our investment is given to understanding the strategic 
trends on the level of world-wide commercial problems and analysis. In our 
project definition and project start-up phases, we examined the major trends
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in technology and major industrial requirements. This resulted in a solutions 
strategy which is being used to co-ordinate the work of the consortium. In this 
overview we will describe our solution strategy using a framework to contain 
all relevant technology and focussing on the core technology specific to 
software factories.

The problems related to software development are well-known and docu­
mented. The major concerns when addressing these problems can be 
summarised as follows:

•  High investment in individual software solutions needs to be protected
•  Variety of standards are emerging
•  Industrial standards set by large companies with world-wide domination
• No existing market for standardized software components
• No common understanding of the software production process
• Fragmentation of industry and technology
• No single vendor solution to the software factory

It is clear that the scope of a factory must embrace the organization and its 
workforce, whatever their sphere of control or individual activity. Equally, it 
must embrace the information which controls, guides or supports their work, 
and the tools which they use to perform their work. In the software factory, 
we recognise the existence of computerised and non-computerised parts. We 
must provide the means of making sensible choices for provision, selection 
and use of computerised parts. We must also provide the support for 
understanding the organization and its needs.

It follows that the ESF framework must embrace, at one level, the range of 
methods and tools specific to life-cycle support in a variety of industries. The 
framework must also support, at a platform level, the range of extensions to 
OS in the areas of User Interface, Object Storage etc. Within this framework, 
ESF will focus on a set of enabling core technologies (see Figure 1).

These core technologies will support four fundamental principles: support for 
the process, plug-in facility for components, a ‘user in focus’, and flexible 
construction.

The core technologies are configured in the framework to conform to a 
reference architecture which contains a minimal kernel focusing on the ‘plug 
in’ of components and common aspects of process support. The minimal 
kernel will enable the integration of essential factory facilities with industrial 
methods and tools as well as the industry platforms.

We recognise that within the framework of a factory it should be possible for 
many existing structures, products, technologies and standards based on 
present day investment to co-exist. The investment position is determined by 
a combination of known development products, configured and stabilised to 
serve a development organization and its established custom and practice. If
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Fig. 1 Requirements on the core technologies come from different sources

improvements are to be made without destabilising the existing organiza­
tion, this may only be achieved by establishing a committed 1-2 year 
investment programme. Change should therefore be seen to be beneficial and 
there should be constraint against changing what is already seen to be 
valuable. Consequently, it is the major elements of existing development 
support which must evolve.

The emergence of new ideas and technology from various research initiatives 
raises the question of their inclusion in the wider scope factory environment 
of people and of the computer-based services commonly referred to as ‘tools’. 
European investment in methodology has made substantial progress in 
understanding the type of computer-based functionality essential to support 
the work of say a designer, an analyst etc. However, the perceived need for 
co-operative work requires a widening of the scope to include all major 
‘operations’ and to provide the means of co-operation. This reinforces the 
idea of a framework and an essential core technology for the software 
factory. The scheme must be able to include new technology as it emerges 
and as it ceases to be an ‘isolated operation’ and becomes an ‘operation’ in 
the integrated environment.

So of all the new technology, what is the essential core of the software 
factory? The results of the initial stages of the project clearly focus on the 
enabling technologies which support improved co-operative work, and the 
re-use of existing high quality ‘components’. These principles are naturally 
accepted in most industries using modern factory thinking.

Co-operation can be viewed on two levels:

• The co-operative working between people in an organized group.
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•  the intercommunication between the computer-based services that sup­
port the work of individual people in the organized group.

The Core Technology of ESF

One important aspect of co-operation is co-operation between people. The 
target scope of ESF is to support the needs of all people who play a role in 
producing software, e.g. designers, builders, maintainers, quality managers, 
product managers etc.

The management decision-taking level of an individual factory organization 
will be concerned that:

•  the overall goals for the organization are clear.
•  the essential processes to support the goals are defined and understood.
•  the key roles of the individual workers are understood.
•  the skills base exists to support these roles.
•  the basic requirements of computer-based support are provisioned.

One area of ESF core technology is therefore the modelling of support 
consistent with the above concerns.

Organization’s policies 
and methods

ESF integration 
technology

Fig. 2 Software factory process framework, showing the principal sub-activities of soft­
ware production
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Figure 2 gives an example of the software manufacturing process framework 
supported by an ESF factory. It shows how the main process is decomposed 
into three principal sub-processes: produce, manage and support. The “pro­
duce” sub-process, which results in the delivered system, uses customer 
requirements and reusable software components as its inputs. It is controlled 
by plans generated by the second sub-process, “manage”, and supported by 
resources, allocated by the manage sub-process and work contexts, gener­
ated by the “support” sub-process. The responsibility- of the support sub­
process is to provide all factory sub-processes with computerized support in 
the form of user work contexts (see below). The generation of work contexts 
is derived from project plans and available factory components. It is 
supported by the ESF integration technology.

An organization that is modelled can be more easily adjusted to new 
circumstances arising from external issues, e.g. market change, economic 
change and internal change, e.g. staff migration, costs.

The computer-based support at a functional level is provided as a total set of 
services available to all workers. The bridge into the organization is achieved 
by placing the user in a work context derived from the process model and by 
providing the services needed for that work context e.g. access to functional­
ity, access to common data etc.

The definitive ESF work in this field is derived from the research trends in:

• the design of IT artefacts such that they are sympathetic to the 
organization and its human population.

• the open systems architecture view of connecting services as required to 
support the user.

The deployment of resources in the overall application of the software 
factory is consequently primarily under the direction of the factory manage­
ment team and key technical staff. Thus all major processes and roles are 
defined and supported.

A further level of support will be provided to assure predictability, i.e. defined 
processes from the process model will be supported by mechanisms which 
guide the user to be consistent with that defined process. Support for this 
feature, active process, will appear with newly emerging process modelling 
languages and expert systems.

The scheme does not preclude the existence of a work context which provides 
freedom of access to additional services -  here the degree of control or 
freedom is open to the individual organization. The opportunity can exist for 
highly skilled users to have freedom of choice in their solution strategy, but 
still within a defined framework of work content and time.

The idea of process can be applied at various levels e.g. the overall industrial 
process for developing avionic software, the process which captures the
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procedure for fault clearance, the process which captures the procedure for 
signing off a release.

Although the idea of common overall processes has become a strategic issue, 
the result will probably be a generic process in each industry allowing 
freedom of choice of specifics in individual companies or departments. This 
will be influenced by procurement practice. The value of defining complete 
industrial processes lies in the clarification of the essential activities and parts 
necessary to support that industry, creating a demand framework for 
motivating the availability of the ‘parts’. Many aspects of differing industrial 
processes will be common, but there will be specific attributes of the 
individual industry products which call for special attention in that area. 
This leads to the ESF view that a re-usable parts set can be configured with 
specific new parts to achieve more cost-effective support of development 
organizations. Therefore it is worth aiming at a European base of services 
and knowledge to customise individual factories from the base. This aspect of 
componentry is the essential core of ESF and combines with process 
support, focused user interface support and communication-centred archi­
tecture to provide the essential integration technology of ESF.

The ESF model for factory construction, which is shown in Figure 3, is based 
on the instantiation of generic models: •

Fig. 3 The ESF model for software factory construction

•  The generic ESF level defines a reference architecture for software 
factories, conformance criteria for ESF-compliant factory components, a 
meta-model for factory modelling and notations (languages) for describ­
ing components and factory processes.
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•  Implementation of components or re-engineering of existing CASE tools 
in conformance with the generic ESF definitions continuously extends 
the base of available factory components.

•  The specific needs of a software factory customer organization are 
described in terms of factory models, where both the processes to be 
supported and the characteristics of the support environment are 
specified in accordance with the generic ESF.

•  The actual generation of an ESF software factory instance is driven by 
the corresponding factory models. The generation process is supported 
by capabilities for factory process analysis, component selection, compo­
nent adaptation and parametrization and for component integration.

The approach of flexible integration from a common base of components, in 
which specific, related sets can already exist, provides the following possibili­
ties:

• that major platform suppliers and their key standards can be configured 
together to achieve an adequate degree of co-operation.

• that major industrial users can pool their expertise in common processes 
and combine their support, focusing on the process essential to their 
specific industry (note that this aspect also affects education and training).

• that cross configuration between industrial users and platform suppliers 
becomes more controllable.

The ESF strategy is to begin an evolutionary process of partial support 
across each of the core technology threads making balanced progress at 
successive levels of integrability consistent with a common ESF reference 
architecture. Development of integration technology and the transfer of this 
technology will be in a number of evolutionary steps through the 1990s. The 
movement can embrace several industrial variants converging only where 
necessary, consistent with open system interface strategies.

Factory Architecture

ESF defines the architecture for factory support environments in terms of a 
reference architecture which specifies requirements that must be fulfilled by 
every particular factory instance. The three main concerns which have driven 
the definition of the architecture are directly derived from the requirements 
in Figure 1 above. Multiple platforms and market fragmentation are 
fundamental aspects, as well as the need for adaptation to the needs of 
customer organizations. The latter has three immediate consequences: •

• Factories must be modular and must allow components to be easily 
added, removed or replaced, with minimum perturbation of ongoing 
work.

•  Components are “black boxes” as seen by users and their organizations 
and must therefore be policy-independent. Policy should be defined by 
process models, which means that components must not be monolithic.
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•  Questions of availability of support functions should be separately 
handled from questions of how support functions are used. This means 
that user interaction should be handled by distinct components.

Current trends in systems architecture seem to favour service-oriented 
architectures, since these allow a high degree of re-use in that the same 
service may be used by many clients, possibly simultaneously and in different 
contexts. The ESF architecture is based on the service concept and allows 
clients to be dynamically bound to services.

The ESF architecture is furthermore based on well-known principles of 
modern software engineering practices, such as encapsulation, modulariza­
tion and the powerful structuring mechanisms of object-oriented systems. A 
component description language specifies different aspects of component 
functionality: as abstract entities (e.g. in terms of abstract data types), as 
module interfaces (similar to package specifications in Ada) and in terms of 
representations (allowing differences in representations and mechanisms of 
the underlying platforms to be factored out). A low degree of direct 
interdependency allows modules to be treated as “pluggable” components.

Figure 4 shows a structural view of the architecture. In this view a factory 
consists of components connected to a software bus. The Figure shows two 
types of component: user interaction components and service components. 
The software bus is an abstract communication channel which hides 
distribution aspects and which allows the exchange of data without loss of 
structural and conceptual information, thus supporting component inter­
operation and integration. It involves two principal services: •

Fig. 4 The ESF architecture in the structural view: a set of service components and a set of 
user interaction components connected to a software bus

•  A plug-in mechanism, for the purpose of binding client requests (im­
ported definitions and operations) to services (exported definitions and 
operations). The plug-in mechanism is used statically at component 
installation time, when sessions are established or dynamically as 
requests are executed.

• A communication mechanism for the purpose of exchanging control and 
data.

ICL Technical Journal November 1990 315



Tools and, at a larger level of granularity, work contexts, may be dynami­
cally established and configured through bindings between user interaction 
components and (sets of) service components.

Management of the Programme

The consortium saw the need for a distributed operation to enable the 
centres of expertise in Europe to be connected within the framework, for 
whatever period of time is necessary. Co-ordination and direction required 
central facilities. Consequently, the consortium has adopted a distributed 
project organization with a central headquarters, to provide the manage­
ment framework for the project. Major requirements of the organization are 
to manage information flow and the overall work-programme. A simple view 
of the organization is shown in Figure 5.

ESF council
gBM
m m

Control board m Research focus

Business
advice

ESF
management 

team
IBM

ESFheadquai
TAT

Scientific
advice

Fig. 5 The ESF project organization

Work is organized into sub-projects in which sub-consortium members 
combine to address specific work areas. Central management and technical 
co-ordination is from the Technical and Administrative Team (TAT) which is 
housed in Berlin. The central group is resourced at around 10% of the 
overall project resource of 280 staff in 1990. The distributed operation is 
established across 24 sites and connected through a systems network to a 
central configuration of advanced work-stations. There are seventeen sub- 
projects. The TAT manages a detailed work breakdown onto which specific 
company interests are mapped. Committed work is contracted to sub- 
projects.

Decisions concerning policy and strategy are made by the Control Board 
which meets formally four times a year. The chairman of the Control Board 
is additionally the official spokesman or “Speaker of the Control Board”. 
This appointment is by election each year. Responsibility for the day-to-day
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operational management of the consortium rests with the Project and 
Technical Directors and a Market Integration Manager. The operational 
management team is extended to comprise three managers in the central 
headquarters and a manager from each company who is responsible for that 
company’s day-to-day ESF activities. This group is dedicated to the project 
and meets formally 7-8 times per year. There are two advisory boards, the 
ESF Council and the ESF Research Focus. The ESF Council comprises 
company directors and general managers from the member companies and 
guest members from leading software-dependent corporations. This group 
meets each year to react to an overall statement of ESF project strategy, 
policy, plan, achievements and perceived trends in the industry. The ESF 
Research Focus comprises software engineering authorities of world-wide 
recognition. These experts meet with ESF leaders in seminars and workshops 
to examine research trends and solution strategies in the field of advanced 
software development environments and factories, and undertake specific 
consulting assignments.

To summarise this description of the programme, we describe our consor­
tium strategy as a joining of European forces in the area of software 
production:

In one area we join forces to create the technology base, which involves the 
following:

• Jointly defining and promoting standard definition
•  Jointly supporting technology development
• Jointly preparing market awareness of new technologies

In the second area, we shall join forces to approach the market:

• Jointly announce a coherent product range
• Jointly demonstrate a coherent product range

ICL’s strategy for software engineering in 1987, established 3 main threads: 
an engineering improvement programme, the ALVEY/IPSE2.5 project and 
the need for a strong presence in a critical mass European project to achieve 
cost-effective integration of the components of advanced environments. The 
goals of the strategy are to improve the control of quality of delivered 
software systems and to improve productivity of the processes.

ICL will contribute to four areas in ESF: technology development and 
exploitation in process support, technology development and exploitation in 
component integration, quality and productivity measurement and large- 
scale trials of constructed factories in established development organizations. 
Participating companies in the group are Systems Software Product Group 
in ICL Computer Products division and the Information System Division of 
STC Technology Ltd. Further details from Roger Oakden, STC Technology 
Ltd, Copthall House, Newcastle-under-Lyme, Staffs. The member com­
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panies of ESF contribute to ESF in a wide variety of areas drawing on 
considerable industrial and research experience. Further details of the total 
ESF operation can be obtained from the ESF Headquarters, Hohenzollern- 
damm 152, D-1000 Berlin 33.
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A Spreadsheet with Visible Logic
Vincent West & Edward Babb
Strategic Systems, ICL Bracknell, Berks

Abstract

This paper describes a prototype logical spreadsheet developed as 
part of V isilog, a EUREKA project involving ICL and BULL. The goal 
of VisiLog (Visible Logic) is to make the full power of logic available 
to the end-user through easy-to-use graphics.

The paper covers the capabilities of the spreadsheet, illustrating by 
examples its benefits over a conventional spreadsheet, which include 
generalised answers, goal seeking, handling of alternatives and 
inequalities, and (logic) programmability. It also describes the inter­
nal architecture, in particular the logical engine used, PLL (Pure 
Logic Language), which was the result of an ALVEY project involving 
ICL, Imperial College and Edinburgh University.

1 Introduction

The spreadsheet was originated by accountants as a way of presenting a set 
of figures in an orderly fashion. It consists of a rectangular array of cells. 
The past decade has seen increasing use of “electronic” spreadsheets on 
personal computers for budgeting and other financial applications. The 
electronic spreadsheet has the advantage that a cell can contain a math­
ematical fo rm u la , describing how the value of the cell depends on other 
cells and allowing the computer to recalculate it as they change. The user 
can make experimental changes (WHAT IFs) and see what the results 
would be.

Current state-of-the-art spreadsheets, such as WINGZ™ from Informix 
Software Inc. (WINGZ, 1988), are very sophisticated systems with a 
multiplicity of presentation capabilities, but the underlying calculator is still 
essentially a mathematical one.

This paper describes a prototype log ica l spreadsheet developed as part of 
VisiLog, a EUREKA project involving ICL and BULL. The goal of VisiLog 
(Visible Logic) is to make the full power of logic available to the end-user 
through easy-to-use graphics. The prototype runs on a SUN workstation 
using X Windows.
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Section 2 covers the capabilities of the spreadsheet, illustrating by examples 
its benefits over a conventional spreadsheet, which include generalised 
answers, goal seeking, handling of alternatives and inequalities, and (logic) 
programmability. Section 3 describes the internal architecture and section 4 
the logical engine used, PLL (Pure Logic Language), which was the result of 
an ALVEY project involving ICL, Imperial College and Edinburgh Univer­
sity.

2 Capabilities

The VisiLog spreadsheet has the following benefits over a conventional 
spreadsheet:

•  Generalised answers -  answers can be formulas as well as numbers
• Goal seeking -  HOW TO questions as well as WHAT IF questions are 

handled
• Alte rnative  formulas and answers
• Programmability -  user-defined functions and databases
•  Inequalities (like “greater than”) as well as equalities

The following sections, with examples in part based on the ICL expense 
claim procedure for car mileage, will illustrate the basic operation of the 
spreadsheet and show these benefits. They do not exhaust the spreadsheet 
facilities -  it can for example handle lists as well as numbers and strings.

2.1 Generalised answers

Fig. 1 shows the spreadsheet loaded with formulas, some of which are 
simply numbers or strings. You click on the CALC button to get the answers 
shown in Fig. 2. This of course represents a conventional use of a spreadsheet.

If you now delete the number 123 in cell B2 (Fig. 3), making B2 variable, the 
answers will be as in Fig. 4. Four of the answers are formulas (the ones for D5 
and D6 could have been simplified further).

A B C B

1 “H iles" “Rate" ■Money"

2 'N e m ile s* 123
3 "H ilesb f" 1327
4 'M U e s c f b2+b3
5 •C la in ” 5 .90 b2*c5/100

S -VAT" 0.89 b2*c6/100

7 'T o U f d5+d6

Fig. 1 Conventional Formulas
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ft B C D

1 "Miles’ "Rate" "Money
2 ’Neuniles’ 123
3 "Milesbf" 1327
4 "Hilescf" 1450
5 "Clain" 5.3 7.257
s ■VAT"

jo> r .0947
7 "Total” 8.3517

Fig. 2 Conventional Answers

ft B C D
1 "Miles’ ’Rate’ "Money"
2 "Neuniles"
3 "Milesbf" 1327
4 ■Milescf" b2+b3
5 "Claie" 5.90 b2»c5/100
6 "VAT" 0.89 b2*c6/100
7 "Total’ d5+d6

Fig. 3 Conventional Formulas (Ftevised)

A B C D
i "Miles" ’Rate" ’Honey’
2 "Newniles"
3 "Hilesbf’ 1327
4 "Milescf" <b2 ♦ 1327)
5 ’Clain’ 5.9 <b2 e 5.9 /  100>
B “VAT" .89 <b2 * .89 /  100)
7 ’Total’ <d5 ♦ dS>

Fig. 4 Generalised Answers

Generalised answers are useful when only incomplete information is avail­
able. They also provide diagnostics -  in the above example you might have 
forgotten to give B2 a value.

2.2 G oa l seeking

Suppose that you would like to “fix” the expenses to be exactly £9 instead of 
£8-35. To do this you add “&9” to cell D7 (Fig. 5). The spreadsheet complains 
“Contradictory formulas” as the answer cannot be both £8-35 and £9 at the 
same time. If you now delete the rate in C5 (Fig. 6), the answers (Fig. 7) show 
that it would need to be 6-42707 rather than 5-90. It would be nice if the
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A B C D

1 “M iles" "Rate" "Money"
2 "NeunHes" 123
3 "M ilesbf” 1327
4 "M ilescf" b2+b3
5 "ClaiR" 5 .90 b2*c5/100
s “VAT" 0 .89 b2*c6/100
7 " T o U f d5+d6 l  9

Fig. 5 Goal Seeking -  Formulas

A B C D
1 "M iles’ "Rate" ■Honey"
2 "N eteilles" 123
3 •M ile s b f 1327
4 • M ile s c f b2+b3
5 "ClaiR" b2*c5/100
6 •VAT” 0 .89 b2*cC/100
7 "T otal" d5+d6 t  9.

Fig. 6 Goal Seeking -  Formulas (Revised)

A B C D

1 "M iles" "Rate" "Money"
2 "N eutiles" 123
3 "M ile sb f 1327
4 ''M ile s c f 1450
5 "ClaiR" 6.42707 7.9053
6 "VAT" .89 1.0947
7 "Total" 9

Fig. 7 Goal Seeking -  Answers

spreadsheet could work back to B2 if you deleted it instead but this 
prototype cannot do that yet.

2.3 Alternatives

Suppose further that you are not sure whether you drove 123 or 124 miles. If 
you reset the formula in cell B2 to 123/124 (which means 123 OR 124) as in 
Fig. 8, there are now two sets of answers with different rates (Fig. 9 and 10). 
The first is the set of answers for 123 we have already seen and the second is 
the set for 124 (where the rate in C5 would need to be 6-36086). You use the
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A B C D

1 ■Miles" ■Rate" "Money"
2 "N evoiles" 1231124.
3 "M ilesbf" 1327
4 "H ile sc f" b2+b3
5 "C laia" b2*c5/100
s ■VAT” 0 .89 b2*c6/100
7 ■ T ota l' d5+d6 4 9

Fig. 8 Alternatives -  Formulas

A B C J

1 "M iles" "Rate" "Money"
2 "Newniles" 123
3 "M ilesbf" 1327
4 "H ilesc f" 1450
5 "C lain" 6.42707 7.9053
6 "VAT" .89 1.0947
7 "T otal" 9

Fig. 9 Alternatives -  First Set of Answers

A B C 1

1 "M iles" "Rate" "Money"
2 "NeuMiles" 124
3 "M ilesbf" 1327
4 ■ H ilescf" 1451
5 "C lain" B.36806 7.8964
6 "VAT" .89 1.1036
7 "T otal" 9

Fig. 10 Alternatives -  Second Set of Answers

CALC button to step through the sets of answers or the QUIT button if you 
have seen enough.

2.4 P rogram m ab ility  -  user-defined func tions  a n d  databases

It is particularly important that the user can define his own functions and so 
databases (in PLL) and then use the FETCH button to fetch them for use in 
formulas. So for example you can write functions to convert between metric 
and imperial units. An example of a database is the X Windows colour 
database which consists of entries with four attributes -  the colour name and 
the corresponding intensities in the range 0-255 for the red, green and blue
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guns (equiva len t to  a function  w hose argum ents are the in tensities and w h ose  
value is the co lo u r  nam e). F or an  illustration  o f  its use see the fo llow in g  
sub-section .

2.5 Inequalities

S up pose you  w anted  to  use the co lou r datab ase described  in the previous  
su b-section  to  find the (b lueish) co lours w here the guns are in increasing  
in tensity. T he form ulas you  w ould  use are sh ow n  in F ig . 11. There are four  
such co lours, the first being “ dark turqu o ise” (F ig . 12).

fi b c d

1
2
3
4
5
6 
7

Fig. 11 Databases -  Formulas

c o lo w (b l,c l,d l> <cl <dl

0 B c B
"dark tu rq u o ise" 112 147 219

Fig. 12 Databases -  Answers

3 Architecture

The architecture is shown in Fig. 13. There are three main components:

• the User Interface  handles all communication with the user via 
X Windows and provides the environment for loading and saving 
spreadsheet formulas

•  the Symbolic In te rp re te r handles all communication with the PLL 
engine, translating spreadsheet formulas into PLL queries and PLL 
answers into spreadsheet answers. It also provides the environment for 
fetching the user’s PLL rules for functions and databases
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Fig. 13 Architecture

•  the P L L  Engine receives logical rules and queries and rewrites the 
queries to provide answers

4 The Pure Logic Language

For an introduction to PLL see Babb (1989a), and for a fuller description 
describing features not used by the spreadsheet see Babb (1989b).

PLL has two broad classes of rewrites:

•  Atomic formula rewrites which apply to atom ic fo rm ulas  involving data 
structures such as numbers, strings and lists.

•  Compound formula rewrites which apply to a set o f  form ulas.

4.1 N ota tion

The rew rite  symbol -R ->  is used to show that something is rewritten using a 
rewrite definition. The greek letter f  is used to denote a PLL expression such 
as ( x  =  2 * 3 ). The letter c is used to represent bound variables or constants 
such as the number 12 or the string “af>c” or the list [1 ,2 ].
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4.2 Atomic formula rewrites

These rewrites apply to atom ic fo rm ulas  and try to reduce them to the 
solution atom ic fo rm u la  of the form x 1 op c t &  ... &  x m op cm where op 
represents a comparison operator.

Comparisons
The rewrites for the six comparison operators = #  > > < < can be illus­
trated by those for equality:

cl =c2

x = x

- R - >
- R - >
R >

TRUE if cl equal to c2 
FALSE if cl not equal to c2 
TRUE

Arithm etic  and Strings
The arithmetic rewrites are:

cl +c2 - R - > the sum of cl and c2
cl — c2 - R - > the difference of cl and c2
cl*c2 - R - > the product of cl and c2
cl/c2 R - > the quotient of cl and c2

The string rewrites are:

cl +c2 R - > the concatenation of cl and c2

These rewrites do not include the use of associative or distributive rules, but 
constants on opposite sides of a comparison operator are combined.

Lists
The list rewrites are:

[xl,x2, ...] = head :: tail - R - >  xl =head & [x2, ...] = tail
[xl,x2, ...] = [yl,y2, ...] R - >  xl = yl & ...

4.3 Compound formula rewrites

Compound formula rewrites operate on sets of atomic formulas. 

Conjunction
If an atomic term in a conjunction is reduced to a binding for a variable, it is 
then available to any other atomic term involving that variable.

The rewrites for expressions involving TRUE or FALSE are:

(t> &  T R U E  R - >  d>
0 & F A L S E  - R  >  F A L S E
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Disjunction
The rewrites for expressions involving TRUE or FALSE are:

4> | TRUE —R—> TRUE
| FALSE ~R~> (f>

Predicates 
The expression:

<  predicate name > < arguments >

is rewritten using the built-in definition for the predicate or the user 
definition:

define < predicate name> <parameters> < guard expression> tobe (j)\

with the arguments being substituted for the parameters. The guard expres­
sion prevents the rewrite if the guarded variables are not bound.

5 Conclusion

The spreadsheet user can be given capabilities beyond the scope of conven­
tional spreadsheets by an architecture which uses a logical engine instead of 
the conventional calculator.
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Intelligent Help -  The Results of the 
EUROHELP Project

Mick Smith
ICL, Strategic Systems, Manchester, UK

Colin Tattersall
Computer Based Learning Unit, University of Leeds, UK

Abstract

Intelligent help is distinguished from conventional help in three 
important ways. First, help is generated from a representation of the 
application. Second, and because it is generative, it can be dynami­
cally adapted to the knowledge of the user, the task in hand, and the 
state of the application. This is in contrast to conventional help where 
the emphasis has been on access mechanisms to prestored texts.
Finally, as a result of empirical and scientific studies of the nature and 
requirements for help, it is designed to meet the real needs of the user.

The approach to the provision of intelligent help as developed by the 
EUROHELP1 project requires four major components: An Intelligent 
Help System Shell (IHSS) which forms the generic run-time system, an 
Application Modelling formalism for representing an application to 
the IHSS, a Help System Development System (HSDS) to support the 
construction of Application Models, and finally a Help System 
Development Methodology (HSDM) for guiding the whole process.

This paper is the first of a series of papers on the provision of 
intelligent help and its impact on application development. It de­
scribes the lessons learned from the EUROHELP project with respect 
to the nature of intelligent help, the potential benefits to be gained 
from such help and practical techniques for its provision. Later 
papers will address the relationship between application develop­
ment and the provision of help.

1 Introduction

Making the transition from a limited understanding of a computer system to 
a level of expertise permitting efficient accomplishment of tasks is not
'EUROHELP was an ESPRIT project (number 280), 50% funded by the European Commis­
sion, which ran from November I984 to July 1990, and involved some 100 man years of effort. 
The partners in the project were CRI A/S, now Axion A/S (Denmark), Courseware Europe BV 
(Netherlands), ICL Knowledge Engineering Buiness Centre, now ICL Strategic Systems (UK), 
University of Leeds CBLU (UK) and the University of Amsterdam (Netherlands). The Dansk 
Datamatik Centre (Denmark) were a subcontractor for the first half of the project.
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straightforward. Providing a help facility with an application is one way of 
bridging the gap between utility and usability. However, the quality and 
sophistication of help systems for application programs has not mirrored 
advances in software development. With the bulk of the effort in the 
production of a piece of software devoted to supporting the functionality of 
the system, help facilities tend to be viewed as outside the software 
engineering process -  few textbooks on the subject feel it warrants a mention. 
Traditionally, help systems have been produced by software designers 
towards the end of the software engineering life cycle, and the style of such 
help provision has led to the criticism that help systems are often only useful 
to those with a detailed knowledge of the application. The EUROHELP 
project aimed to address the well-documented (eg [Hou84]) deficiencies of 
conventional help systems and show how it is possible to provide better help 
automatically.

1.1 C onventiona l help system techno logy

The Unix2 manual is typical of help systems for software packages. The 
facility is an online reference source giving details of the various commands 
and applications available under the Unix operating system.

Manual entries are accessed from the Unix shell using the man command, 
which takes as argument the name of a command or facility in the Unix 
system. This accessing represents the first problem: a user unfamiliar with the 
idiosyncrasies of this particular application may have difficulty alerting the 
system to his or her need for help.

For the user with some knowledge of Unix, there exists a handful of tools 
which help in locating particular commands. An example is apropos, which 
uses keyword-lookup on a database of command-task associations to cross 
reference manual pages. However, being aware of the command is not 
enough to ensure reasonable help. The user is also required to know the 
appropriate vocabulary in which to describe the task. Discovering how to 
invoke the c compiler can be achieved by typing apropos “c compiler”. 
Typing apropos c compiler includes this information with over seven hundred 
other references.

One of the criticisms levelled at Unix is that the availability of help varies 
within particular subfacilities. An example is the Unix line editor, vi, which 
has no associated help facility. Although help may be accessed by suspending 
the current process and examining the manual, or by issuing a Unix shell 
command from within the editor, both require a high degree of familiarity 
with the system. Furthermore, the help produced concerns invocation of the 
editor from Unix rather than how to use the subsystem. While the electronic 
mail system makes help available, it uses a different keyword (?) and 
produces a terse description of the mail commands together with their

2Unix is a trademark of A.T. & T. in the USA and other countries.
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arguments. Thus, the user is forced to remember not only whether help is 
available with the subsystem, but also which command is associated with 
requesting help.

In an attempt to alleviate some of the problems associated with signalling for 
help, some systems provide a menu of options containing a help entry. When 
selected, this option produces a screen of help text. Such menus may be on 
permanent display, or may appear (pop-up) when the user presses a special 
help key. The inclusion of this type of facility provides a beacon to alert the 
new user to the availability of help, and relieves the burden of shooting in the 
dark for the help keyword. An example is the spreadsheet Multiplan [Lim82] 
which has a portion of the screen displaying the commands from which the 
user may select.

Though such an approach assists the user in signalling for help, it does not 
solve the problem of specifying what the help should address. These 
difficulties were examined by O’Malley [OMa85] who noted that, in 
conventional systems, users must know both what their problem is and how 
to express it in the terminology of the help facility [Mor83].

More sophisticated systems have begun to emerge which assist the user in 
formulating a query using advanced user interface techniques. The Andrew 
User Interface Toolkit [RMH88] for example, includes a front-end to the 
Unix manual using hypertext-like techniques [Sha88], The system provides 
many help files in addition to the usual Unix manual texts, and requesting 
help (by typing the command or selecting it from a menu) results in a “guided 
tour of the Andrew System” which explains the available facilities. The user 
may select so-called active text, which is sensitive to mouse clicks and which 
produces a pre-stored help text for the selected item. Browsing menus of 
related topics is also allowed, permitting questions at both a general level 
(M a il, P rin ting , Documents, Using Other Computers), and at the level of 
individual commands (cat, mkdir, pwd).

1.2 Help from the conventional approach

While the process of requesting help has seen major developments over the 
recent past, the output from the system as a result of this request remains the 
same. One of the aims of EUROHELP was to show that the traditional 
approach to help production contains fundamental flaws concerning the 
ability of a help text to address a user’s actual problem. The Unix manual 
will serve to illustrate this point.

Manual entries vary in size and detail from several lines of general outline (eg 
man cb) to several pages of detailed descriptions (eg man csh). An example 
entry, produced in response to the command man cat, is reproduced in Fig. 1.

Each manual entry has several parts, beginning with the name of the 
command and a brief outline of its purpose, followed by a synopsis
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N AM E
cat—catenate and print

SYNOPSIS
cat [ - 1 1 ] [ - n ]  [ - a ]  [ -v ] [file . . . ]

D ESC R IPTIO N
Cat reads each file in sequence and displays it on the standard output. Thus 

cat file
displays the file on the standard output, and 

cat filel file2 > file3
concatenates the first two files and places the result on the third.
If no input file is given, or if the argument is encountered, cat 
reads from the standard input file. Output is buffered in 1024-byte blocks 
unless the standard output is a terminal, in which case it is line buffered. 
The -u option makes the output completely unbuffered.
The -n option displays the output lines preceded by line numbers, 
numbered sequentially from 1. Specifying the -b option with the 
•n option omits the line numbers from blank lines.
The -a crushes out multiple adjacent empty lines so that the output is 
displayed single spaced.
The -v displays non-printing characters so that they are visible.
Control characters print like '1  for control-x; the delete character 
(octal 0177) prints as *?. Non-ascii characters (with the high bit set) are 
printed as M- (for meta) followed by the character of the low 7 bits.
A -e may be given with the -v  option, which displays a *$’ 
character at the end of each line. Specifying the -t  option with the 
-v  option displays tab characters as *1.

SEE ALSO
cp( 1), ex(l),  more(l), pr(l), tail(l)

BUGS
Beware of 'cat a b > a’ and ‘cat a b > b’, which destroy the input files 
before reading them.

Fig. 1 An example Unix manual entry

illustrating its syntax. Most commands in Unix permit several variants with 
slightly differing effects, these being invoked by supplying flags as arguments 
to the command. The synopsis indicates the available options together with 
ordering constraints. A description of these options follows, forming the 
majority of the entry, then a list of other related Unix commands with 
manual entries. Finally, any bugs associated with the implementation are 
noted. Although the partitioning of individual manual entries varies, the cat 
example can be considered representative.

The help is expressed in highly technical language -  bytes, octal, non-ascii 
characters and buffering are terms commonly found in the computing 
literature but scarcely elsewhere. The description is couched in Unix 
terminology, with the notions of standard input, standard output and 
redirection all referred to in the examples. This makes knowledge of the way 
Unix functions a prerequisite to understanding the text, while the synopsis 
requires familiarity with the use of square brackets to denote optionality and 
dots to denote continuation. The first criticism to be levelled at the entry is 
that it is highly technical in nature.
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The entry is also pitched at fine level of detail. Buffering output into 1024- 
byte blocks and the special handling of non-printing characters are both 
associated with specialised tasks requiring a high degree of Unix knowledge. 
This represents the second criticism: the entry is designed to provide as much 
information as possible in a single text for all users.

Some help systems have attempted to separate the fine detail from a general 
description by providing a hierarchy of related help texts. An example is the 
VAX VMS help facility [Equ80] which presents a general description 
followed by a sequence of options allowing the user to request further details. 
As with a Unix manual entry, the text shows the purpose of the command 
together with a general description of its syntax. However, a portion of the 
screen is used to display options for which further information is available.

While the text still contains several technical terms, it pushes virtually all the 
detailed description to a deeper level of the hierarchy, shielding it from 
inexperienced users. Though common, this style of help facility poses its own 
problems, particularly for the experienced user. Locating a detailed piece of 
informtion pertinent to a specialised task may require a series of descents and 
ascents through the hierarchy.

A severe shortcoming of both texts is the virtual absence of information 
relating to the tasks the user is likely to want to achieve with the application, 
cat is described as being used to “concatenate and display”, a very general, 
though still technical, indication of the purpose of the command. In practice, 
cat is used either to display the contents of a file on the screen, to feed the 
contents of a file into another command or to concatenate a number of files. 
These tasks will only roughly correspond to those in which the user is 
(mentally) engaged. Most manual entries describe the effect of issuing the 
command upon the system, rather than why that effect might be desired.

A more fundamental problem with help produced in the traditional way is 
that, by its nature, texts cannot be tied to the state of the system. This means 
that advice cannot indicate specific actions to be taken in particular contexts. 
If, for example, an attempt is made to examine the contents of file test for 
which the appropriate read permissions are not set, the system will print the 
error message:

test: Permission denied.

Typing man cat will find no reference to this precondition, nor to the 
operator which could enable the read (chmod).

Furthermore, pre-stored help texts cannot differ with respect to the knowl­
edge of the user. Those familiar with the application receive exactly the same 
text as those who have never used the system before. The advice required by 
the two differs widely, as it does for users between the two extremes. While 
some users will know what the system can do, how this can be achieved and
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how the system supports this functionality, others will know little or nothing 
of these matters. Providing a single text to address all problems for all users 
inevitably only provides some solutions for some users. Such help texts are 
either too complex for inexperienced users to understand, or not detailed 
enough for those with specific problems.

All the above criticisms of the Unix manual and related help systems stem 
from the fundamental limitations associated with static canned text. Inde­
pendent of any contextual information, it can take no account of a user’s 
current task, level of knowledge of the application or current state of the 
system, and so provides help in isolation from the context of the request.

1.3 In te lligent help systems

If help systems are to address actual rather than perceived user needs, a 
radically different approach to their design must be adopted. Though most 
commercially available systems employ the well-tried but flawed techniques 
described in the previous section, an active line of research has been pursued 
in the area of Intelligent Help Systems (IHSs). Drawing from the field of 
Artificial Intelligence (AI), the work aims to produce help systems better able 
to assist the user in learning and manipulating applications programs.

Perhaps the best known exemplar of this approach is the Unix Consultant 
(UC), originally developed at Berkeley in the early eighties [Wil82], The 
system design examines many issues in AI, including knowledge representa­
tion, natural language processing and planning.

Most effort on UC was initially directed towards allowing the user to 
question the system in natural language over simple dialogues. In an 
extended version of the earlier paper, Wilensky et al. [WAC84] describe the 
various components and processing stages of UC. A user may query the 
system about the various concepts in the domain and about how tasks may 
be accomplished. The authors emphasised that the research was not an 
exercise in user interface design to provide a better front-end to Unix, but 
that UC should allow “better use [of] the Unix environment in which [it] is 
embedded”. To facilitate this process, six modules were designed and 
integrated into a question-answering system:

•  a language analyser
•  a context model
•  a planning component
•  a goal analyser
•  a language generator
•  a system for the acquisition of additional domain knowledge into the 

representation

A user question input to UC is parsed into an internal conceptual representa­
tion by a component known as PHRAN (PHRasal ANalyzer). The resulting
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internal meaning serves as a query mechanism to the underlying knowledge 
structures, described in detail by Chin [Chi83]. This domain representation 
holds information about the Unix domain. A planning component, operat­
ing on the knowledge base, attempts to find a plan to accomplish the user’s 
stated or inferred goal. When a plan is selected the corresponding precondi­
tion frames are verified against the actual system state -  UC is allowed to 
probe the user’s environment rather than continually having to emulate the 
effect of user actions -  and failed preconditions are highlighted to the user. 
The answer is articulated by a component known as PHRED (PHRasal 
English Diction), which shares the same linguistic knowledge as PHRAN 
and which converts the conceptual representation into natural language.

The following is an example of UC’s output in response to the question of 
how to change the read premission of a file.

Use chmod.
For example, to add group read permission to the file 
name foo, type ‘chmod g + r too’.

Despite some drawbacks, UC represents the most developed work into an 
IHS, and the most recent description [WCL*88] shows further work in 
planning and knowledge representation. The work is seminal in its identifi­
cation of the modules needed to support work on IHSs:

• an input mechanism for a user’s queries
• a plan generation component to respond to task-based queries
• a model of the user’s knowledge 
e a text construction module
• an output generator to phrase replies to questions

These modules rest upon a knowledge representation formalism which must 
encode relevant information about the domain. The modularisation can 
support the user’s working, but has little to offer with respect to the user 
learning about the system. These difficulties have typically been overcome by 
hand-crafting appropriate teaching information into the domain representa­
tion.

1.3.1 From passive to active assistance  By monitoring the user’s input, it 
was a small step to have a system volunteer help when deemed appropriate. 
This approach was taken by Shrager and Finin [SF82] in their help facility 
for the VAX/VMS operating system. The research attempted to ease some of 
the problems of help provision by removing the requirement that users 
initiate the process by asking a question. The system recognised “correct yet 
inefficient command sequences” and advised on how the associated task 
could be accomplished more efficiently, using a library of “bad plans”.

The system stored the command sequences to be recognised, together with 
an action (typically the presentation of a help message to the user) on the last
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command in the sequence. The help messages “either provide immediate 
advice or a pointer to a manual or on-line HELP entry”. The work was 
continued by Finin [Fin83] who claimed that IHSs should

•  be active rather than passive
•  contain an explicit model of the task, user and system
• engage in an interactive dialogue with the user to identify his or her 

needs

Finin was particularly concerned with assisting users who either do not 
know they need help or who do not know how to ask for help. He designed a 
system called WIZARD as the first step towards one which could address six 
stages in the provision of help:

• is help needed?
• what help is needed?
• what help can be given?
•  of this, which best matches the user’s needs?
• how can this be recognised?
• does the user understand this help?

WIZARD examined the first of these problems “recognising certain situa­
tions in which the user may need help or advice”, using the same mechanism 
as the earlier work.

Fischer, Lemke and Schwab [FLS85] published a more detailed examin­
ation of the nature of active help. The authors noted that “contrary to 
tutorial systems, help systems cannot be structured in advance but must 
‘understand’ the specific contexts in which the user asks or needs help”. A 
diagram, shown below in Fig. 2, illustrates the role of help systems, both 
active and passive, in terms of users’ knowledge of application programs.
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Actual system functionality I
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Fig. 2 User’s knowledge of application software

For any particular system, each user utilises both a well-known subset of the 
available functionality and a less-well understood subset. In addition, the 
authors claim users carry a “mental model” of the system, perhaps only
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partially realised by the actual application. The authors see passive help 
systems as enlarging the well-known subset by responding to queries 
concerning the less-well known portion. Active help systems are placed in the 
role of informing the user about those commands and entities whose 
existence is entirely unknown to the user, and about which a query cannot be 
formed.

Interest in helping users of the Unix system was such that a workshop 
entitled “Knowledge representation in the Unix help domain” was organised 
during 1987 at which several IHSs were described [NWW87]. The Yucca-II 
system [Heg87] incorporates a natural language parser to handle user 
questions about the Unix command language. Based on the earlier UCC 
system [DH82], it permits two classes of query: process queries and 
conceptual queries, using a separate “solver” to deal with each. The former 
corresponds to How do I ...?  questions while the latter seeks definitions and 
descriptions of Unix entities. Yucca-II makes use of so-called cliches (e.g. 
redirection of output and pipe connection) to rewrite the command sequence 
into an interconnected command line which is presented to the questioner. 
The user is permitted to ask exploratory questions (What happens i f . . .?) and 
plan failure questions {Why didn’t ... work?), the query passing to a 
“simulator” to be emulated in an attempt to discover the answer.

The AQUA system was designed as “a computer program intended to model 
the process of problem understanding and advice giving of a typical 
computer consultant”. AQUA takes a natural language description of a 
problem concerning the use of Unix and provides a natural language 
solution, “together with an explanation for any previous failed attempts by 
the user”.

The authors illustrate the process using an example referred to as Stubborn 
File, in which a user states:

I tried to remove a file with the rm command. The file was not removed,
and the error message was permission denied. I checked and I own the file.

The system not only models a failed user goal (removing a file) and failed user 
plan (using rm), but also a user hypothesis (owning a file is a precondition for 
removing it) and satisfied goal (of verifying the file’s ownership). This 
information is used to generate its response:

To remove a file, you need to be able to write into the directory containing
it. To remove a file, you do not need to own it.

This response is contrasted with the capabilities of (the early versions of) UC 
which, when asked how to remove a file, indicated that rm filename would 
achieve the goal. The system could only talk in terms of general plans for 
accomplishing general tasks, not in terms of specific situations such as 
precondition violation.
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The Sinix3 Consultant (SC) Project [Kem87] is an attempt to “assist 
beginners in getting acquainted with the Sinix system as well as to offer 
appropriate and useful information to the advanced user”. Again incorporat­
ing a natural language front-end, the system offers both active and passive 
help, the two styles being handled by a Plan Recogniser/Adviser and Answer 
Formulation Module respectively.

Central to the project is the Sinix knowledge base, a hierarchy of frames 
describing Sinix entities and accessed by the query language KB-Talk. The 
emphasis is placed on representing commands, which feature as the leaves of 
a hierarchy of Sinix actions. More general than commands, these actions 
model the functionality of the system. A less well-developed hierarchy exists 
to capture the objects manipulated by the commands.

SC contains a parser of German allowing the user to pose a variety of 
question forms concerning objects and actions. The parsing of a query upon 
an action is done in relation to the action hierarchy, with the Question 
Evaluator “determining the most specific concept which is addressed in the 
user’s question”. Queries are answered by the Answer Formulation Module, 
described in further detail in a project progress report [HKN*88], The 
Module provides “tutorial explanations depending on the user’s expertise 
concerning the Sinix system”.

1.3.2 C onclusions to be d raw n from  the IHS lite ra ture  Research into IHSs 
carried out over the past eight years has identified the major components and 
representational requirements for provision of intelligent help. The first and 
most fundamental decomposition is that based around the distinction 
between active and passive assistance. Though much of the information 
required by each is shared, active help requires intelligent monitoring of the 
user’s interactions with the application program. Passive help requires some 
mechanism for interpreting the user’s queries, either at a general level or 
referring to specific objects in the system state. This can be the type of natural 
language front-end used by many IHSs or some form of form-filling or menu 
driven interface. Both types of assistance require the help system to keep 
track of the state of the application, a fact often neglected in IHS research, 
but one which is crucial in providing appropriate advice. Tracking the 
system state points to another split in the architecture of IHSs. If the help 
system is produced in isolation and without reference to the source code of 
the application (an add-on help system), then it must maintain its own version 
of the state of the application and emulate the effects of user interactions 
upon it. If, however, the system is able to examine the actual state of the 
application program (an integrated help system), the complexity of the task is 
dramatically reduced since no such maintenance or emulation is needed.

A planning module (which must also reference the current state of the system) 
is shared by both styles of help. Passive assistance uses such a component to

3Sinix is a derivative of Unix developed by Siemens AG.
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provide answers to how do I  ...?  questions, while active help uses it to 
generate alternative plans to the user’s own.

An adequate model of the capabilities and knowledge of the user must be 
maintained so that advice dispensed is sensitive to each individual user’s 
particular situation, whether given by active or passive component.

Both components must share the capabilities of a response formulation 
module, able to construct a text to address a user’s problem.

However, the literature reveals that below all these modules is the most 
crucial and complex aspect of Intelligent Help Systems, an adequate 
representation of the application. This must capture the tasks which can be 
achieved with the software, how the user may achieve these tasks, and how 
the system supports this functionality.

The literature is clear on this modularisation of the help giving process. It is 
also united in calling for the dynamic generation of help texts, but offers few 
solutions, with most systems adopting some form of pre-storing of answers. 
Furthermore, the IHSs leave unaddressed issues associated with facilitating 
the learning of IPSs through help provision.

IHSs should be in a position to help the user over immediate hurdles as and 
when they arise difficulties with particular concepts, lack of knowledge 
concerning a particular method plan or in the interpretation of the working 
of the application. Most systems described above are in a position to 
accommodate these requirements, although the third style of assistance, that 
of explaining the state and workings of a system, has been little addressed. 
Beyond this, as indicated earlier, the IHS must attempt to advance the user’s 
understanding of the application in terms of what is known and what has 
successfully been done before, an aspect virtually unaddressed by the systems 
described in this review.

2 The Approach of EUROHELP Project

2.1 EUROHELP’s Objectives

The EUROHELP project had the following main objectives:

• To develop cost-effective approaches for the introduction of users to the 
use and full exploitation of Computer Systems

•  To develop a proven and established methodology for integrating help 
systems with computer systems

•  To develop an environment and/or set of tools to support the established 
methodology

•  To produce a generic Help Facility employing state-of-the-art AI 
techniques for industrial environments
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At the end of the project significant progress had been made toward these 
objectives with most concepts and techniques being demonstrable in a 
working prototype Intelligent Help System Shell and tools to instantiate it 
for a specific application. However there is still some work to be done before 
the techniques developed can be employed on a regular basis in applications 
development. The major issues to be addressed now are the cost-effectiveness 
and practicability of the techniques developed.

2.2 EUROHELP’s a rch itectu re  fo r the provis ion  o f  help

In order to accomplish these objectives the project has produced four main 
deliverables:

The IHSS -  The Intelligent Help System Shell which embodies all applica­
tion independent knowledge of how to give help.

The AM -  The Application Modelling Formalism which provides a means of 
describing specific applications to the IHSS.
The HSDS -  The Help System Development System which enables and 
facilitates the construction of specific Application Models.
The HSDM -  The Help System Development Methodology which provides 
the guidelines for the developer to construct an application which incorpo­
rates Intelligent Help.

These are shown in Figure 3. First there is a generic Intelligent Help System 
Shell (IHSS) which embodies all the application-independent ‘know-how ’ for 
providing on-line, adaptive help. A generic shell has been achieved by 
factoring out all representations of the application-specific knowledge into 
an Application Model (AM). Each application requires its own Application 
Model but no modifications to the Shell. The construction of an Application 
Model is not a trivial task and for this reason a Help System Development 
System (HSDS) has been developed which is a collection of editing and 
browsing tools specifically designed to support the construction of applica­
tion models which are complete and consistent in so far as is technically and 
humanly possible. To guide the whole process a Help System Development 
Methodology (HSDM) has been produced to assist the application developer 
in the construction of an application model. Over and above these four main 
components the project has set down the requirements on the interface 
between the Shell and the Application.

2.3 The natu re  o f in te lligen t help

EUROHELP set out with the mission of adding some ‘intelligence’ to the 
provision of help by •

•  employing natural language generation techniques in place of using pre­
stored text -  this is a necessary pre-requisite to any form of intelligent 
adaptation.
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• making use of contextual information about the application state and 
the current user task, in order to determine
-  when help is required,
-  the specific ‘need’ of the user,
-  and the appropriate content and form of the generated help text.

• modelling the user’s knowledge of the application.

To accomplish this the project had to draw upon various techniques, 
particularly from the field of Artificial Intelligence, ranging from Plan 
Recognition and Planning, Knowledge Representation, Intelligent Teaching 
Systems, Question Answering, to User Modelling. In addition the project 
undertook a number of empirical studies in order to capture the real nature 
of help requirements. From analysis of these studies and from examining the 
literature the project distinguished between two basic forms of help namely 
Passive and Active help:

Fig. 3 EUROHELP Major Deliverables

Passive Help -  This comprises the capability of answering questions, some of 
which can be asked and answered at the top level4, and some of which can be 
asked/answered in a follow-on situation. In addition some questions can be 
answered in both specific and general terms.
Enablement -  This is a top level question in which the user can ask a “ H ow  
do I  do ...? ”  question. This can be answered in general terms, or with 
reference to specific objects, in which case a Planner is employed to generate 
a plan. This latter capability is certainly not found in existing help systems 
and can often enable the completion of a task without the need to pause to 
consult a manual or an expert.

4Here top level means that the user has just switched from interacting with the application to 
ask a question.
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Elaboration -  This is both a top level question and a follow-on question and 
allows the user to ask “What is or “Tell me about . ..? ”  questions. This 
capability obviously provides similar texts to those which would otherwise 
have to be pre-stored, but can be adapted to user knowledge and previous 
learning. This is a fundamental question type and supports many forms of 
learning about the application.
Evaluation -  This is a top level question which allows the user to ask a “What 
happened?”  question. Again this is not supported in existing help systems 
simply because the required knowledge is not available. It also supports the 
user in continuing with his task.
Comparison -  This allows the user to ask “What is the difference between . . .?" 
type questions between one command and another, and between objects. It is 
always used in a follow-on to a top-level question. This capability is not 
found in conventional help systems, and supports the ‘natural’ learning 
patterns observed in empirical studies.
Exploration -  This is a follow-on question to an Evaluation question and 
allows the user to ask “What could I have done?’’. Again this is not supported 
in existing help systems simply because the required knowledge is not 
available, and is designed to support task continuation.
Continuation -  This is again a follow-on to Evaluation, allowing the user to 
ask “How do I undo . Again this is not supported in existing help systems 
simply because the required knowledge is not available.

Active Help -  This form of help requires the help system itself to take the 
initiative and intervene to offer help in appropriate circumstances. This is not 
typical in existing help systems, although most applications attempt some 
form of help in error situations. The Active Help component of EUROHELP 
provides the following forms of help:
Feedback -  Here the help system will intervene and offer a short explanation 
of the effects of what the user has just done. This is typically done by the 
application itself but not usually in a coherent and consistent fashion, nor in 
a user/context sensitive or educationally constructive manner.
Remediation -  Here the help system recognises that something is wrong, for 
example a syntax error or the use of an inefficient plan, and intervenes with 
an explanation of what was wrong, and/or an unknown effect, and where 
appropriate an undo/alternative plan. Typical help systems do not have this 
capability since it requires application state knowledge, plan recognition, 
and planning. This form of help again specifically addresses the need of the 
user to continue working.
Expansion -  Here the help system recognises an opportunity to introduce a 
new facility to the user. This will only occur if the new facility is relevant to 
what the user is currently doing, within the range of understandability of the 
user, and also set as a didactic goal. This provides a form of on-the-job 
training specifically aimed at broadening the knowledge of the user.
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2.4 The in te lligen t help system shell

As indicated earlier to provide such Active and Passive help functionality a 
help system requires certain additional abilities. These include

Planning -  in order to work out what the user should be doing to accomplish 
a particular task and to answer ‘How’ questions.
Plan Recognition to determine what task the user is currently undertaking, 
and also the method being employed.
Diagnosis -  having determined what the user is doing, and observed an 
inefficiency and/or mistake, it is necessary to determine the underlying lack 
of knowledge and/or misconception of the user, i.e. the particular local need 
of the user.
User Modelling -  to undertake Plan Recognition, Diagnosis, and help text 
generation it is necessary for the help system to ‘know’ the strength of 
understanding of each concept which could feature in an answer, and the 
performance strength associated with each task.
Application Modelling underlying all the above capabilities is the need for a 
representation of the application itself, ranging from the tasks for which it 
can be used, to the effects of each unit of functionality, to the syntax of its 
commands.
Application Emulation -  not only is a static description of the application 
required, but it is also necessary to model the dynamic application state.
Natural Language Generation once the content and structure of help has 
been determined a Natural Language Generator is required to transform it 
into readable text.

All of the above topics plus the nature of Active and Passive have been 
researched in the course of the EUROHELP project, and valuable results are 
reported elsewhere ([Bre90]).

Figure 4 shows how all the above techniques and capabilities are combined 
into an architecture for an Intelligent Help System Shell. Owing to the 
complexity of Figure 4, it does not show a module for Application 
Emulation, nor an Application State Representation. These should be taken 
as read.

In order to understand this architecture it is worthwhile examining the 
normal cycle of events when the user uses an application for which help has 
been provided. At the top of Figure 4 one can see that the user communicates 
directly with the application in the normal manner. There is a basic 
requirement in using the IHSS

that all input and output, but particularly input, can be intercepted and 
monitored by the IHSS.
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Let us imagine that the user types a command and its arguments to the 
application. The Performance In te rp re te r can intercept this, parse it and 
determine the intended piece of application functionality to be invoked. (This 
is all done by employing the descriptions found in the Application Model.) If 
the command is syntactically correct, a Plan Recognition process is initiated 
whereby the IHSS determines which plans or methods, for the various tasks 
declared to it, could involve this particular command. This information is 
combined with information from previous cycles to narrow down the list of 
possible plans and hence tasks which the user could be undertaking. A 
similar sort of process is performed for tasks forming sub-tasks of larger 
tasks, and so on up a task decomposition hierarchy which will be described
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later. The net result of this is that the IHSS has some idea of the task the user 
is currently undertaking, together with the objects involved in that task.

Having determined the current task of the user, the Planner is invoked to 
determine whether there is an alternative, more efficient plan which the user 
could have employed. If so the IHSS has recognised that the user may have a 
problem or lack of knowledge for which help could be provided. In such a 
case the Diagnoser is called to determine the reason why the user didn’t use 
the more efficient plan, and pinpoint what is called the Local Need of the 
user. For example the user may not know about a particular facility which is 
required for the more efficient plan. Having determined an Occasion for 
Expanding the user’s knowledge, the Coach is invoked. This selects an 
appropriate strategy for dealing with the current Local Need, and constructs 
the basis of a Help Text in the form of Tactic Structure. A Tactic Structure is 
a collection of standard text templates called Tactics, selected by the strategy 
from a library, and then instantiated with specific concepts from the 
Application Model. In this example the Local need would indicate a Lack of 
Knowledge about a specific Command, say, and the Tactics would all 
correspond to statements about a command, and the fact that an inefficiency 
had been detected.

Finally the Tactic Structure is passed on to the Utterance (or Natural 
Language) Generator which fills out the text templates to form a piece of 
English text.

The whole process is analogous to medical diagnosis, with the Performance 
Interpreter first recognising the signs or symptoms of a need for help, the 
Diagnoser then identifying the cause, the Coach deciding upon a suitable 
help response, and finally the Utterance Generator actually delivering a piece 
of help text.

As can be seen from Figure 4 all the components discussed so far make use of 
information held in the Application Model and the User Model. The 
principles embodied in the Plan Recogniser, Diagnoser, Coach, and Utter­
ance Generator, are all generic and driven by the contents of the Application 
Model, adapting to the content of the User Model.

What has been described thus far is an example of the Active side of the IHSS 
coming into operation. This is only one type of occasion where the Active 
side would intervene, but one which is new to help systems in that it is a 
capability for ‘expanding’ the user’s knowledge as the opportunity arises.

If the user asks a question directly then the Passive side is activated. The user 
is restricted to asking only certain types of questions which were determined 
from empirical studies. There are two important types of question which 
account for the majority of questions asked, namely Enablement ( ‘‘How do I  
do Task-X?”), and Elaboration (“What is Object-Y” or “Tell me about 
Command-Z ”). The Question Interpreter supplies the Question Answerer
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with both the type of question, and the topic of the question, which is a 
concept from the application model. A Strategy for answering is selected 
based on the question type and the strength of understanding of the topic 
concerned as determined from the User Model. An appropriate answer 
scheme for the question type is then used to gather together material from 
the Application Model to form the basis of an answer content. This is then 
critiqued, and/or filtered according to User Model information on any other 
concepts involved in the collected answer material. Finally the material is 
organised into a form suitable for the Utterance Generator to generate a 
piece of English text.

In addition various follow-on’ opportunities are prepared so that, for 
example, the user can ask a further question about a topic raised in the top 
level answer. In this way the user can directly follow-up on any topic he 
wishes.

2.5 A pp lica tion  m odelling

2.5.1 In troduction  As implied by Figures 3 and 4 the IHSS is literally 
driven by an Application Model of the application for which help is required. 
The Application Model contains all the application-specific knowledge that 
the IHSS requires. As such its content has evolved out of a complex and 
sometimes conflicting set of requirements. As one might expect this requires 
representations of a great deal of knowledge, ranging from the syntax of 
commands to the tasks and methods undertaken by the user. All this 
knowledge forms part of the Application Model.

2.5.2 O pera tiona l know ledge  A basic spine of an Application Model is a 
hierarchic decomposition of user tasks, right down to the detail of what has 
to be typed or clicked to invoke an application facility. This task decomposi­
tion hierarchy represents the operational knowledge that the user requires to 
perform tasks with the application. It is composed of a number of types of 
concept which form the building blocks of the Application Model. Figure 5 
shows this hierarchic decomposition in schematic form.

A Task is a job or goal which the user has to accomplish using the 
application. It can have one or more TaskPlans (as depicted by the crows- 
foot) each of which represent an alternative method of accomplishing the 
same Task. TaskPlans are defined in terms of other sub-Tasks (as depicted by 
the looping arrow), with a defined sequence and control structure. Each sub- 
Task will have its own alternative TaskPlans, each with their own sub-Tasks, 
and so on, forming a Task decomposition hierarchy.

At some point in the task decomposition the user will have to employ the 
functionality of the application. To represent this the lowest TaskPlans are 
decomposed into sub-tasks called SystemProcedureTasks. A SystemProce- 
dureTask is the task of invoking a SystemProcedure, which is defined to be 
an atomic unit of application functionality. System Procedures represent the
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smallest unit of functionality that the user can directly and independently 
invoke. SystemProcedureTasks, like Tasks, can have one or more plans 
called SystemProcedureTaskPlans which define alternative interaction se­
quences for calling upon the desired application facility. Each step of a 
SystemProcedureTaskPlan is represented by an In te ractionTask  which 
defines an interaction of the user with the system. An InteractionTask 
describes the Event-Type (a mouse click, or typing etc.), what is clicked or 
typed (defined by a grammar), and where the event takes place (e.g. in a 
window or menu).

In summary the operational task decomposition knowledge is formed out of 
Tasks with TaskPlans of other (sub-)Tasks. The lowest TaskPlans are formed 
out of SystemProcedureTasks whose plans are in terms of InteractionTasks.

This decomposition can be used in answering enablement (how) questions to 
a level of detail which includes what has to be typed or clicked. It also serves 
for plan recognition where InteractionTask elements of SystemProcedure­
TaskPlans are ticked-o jf in the parsing process in order to recognise
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SystemProcedureTasks, which are, themselves ticked-off in TaskPlans to 
recognise Tasks, and so on up the hierarchy.5

Having recognised a Task, the Planner applies rules to decide whether the 
appropriate method (TaskPlan) has been employed in the current situation. 
If not then both the recognised TaskPlan and the one selected by Plan 
Selection Planner are used by the Diagnoser in order to analyse the cause of 
such sub-optimal performance.

2.5.3 Support know ledge  Orthogonal to the task decomposition hierar­
chy is the organisational structure of the application itself. Typically an 
application has a number of Modes, which manifest themselves to the user in 
the form of prompts (e.g. % in Unix) to which the user is allowed to respond 
with a limited set of commands. These invoke corresponding SystemProce- 
dures or application facilities. Thus in an Application Model we have 
Modes which are defined by a set of SystemProcedureTasks (low level tasks) 
which can be undertaken in those Modes. Each SystemProcedure Task has a 
single associated SystemProcedure describing the overall effect of a system 
facility.

Since the overall effect of a SystemProcedure can be quite large, it too can be 
decomposed into smaller units called Procedures, which can themselves be 
further decomposed into other Procedures. Eventually this decomposition 
bottoms-out in primitive Procedures whose effect can be concisely defined in 
terms of Pre- and Post-Conditions. Procedures can be shared between 
SystemProcedures, but cannot be independently invoked by the user.

This SystemProcedure/Procedure decomposition is employed in a number of 
IHSS modules but in particular:

• In the Coach and Question Answerer which use the successive layers of 
decomposition to explain the effects of an application facility.

• In the Emulator where the decomposition make possible the description 
of primitive procedures, and hence makes possible the maintenance of a 
representation of the Application State

2.5.4 The three levels Figure 5 shows the two orthogonal decomposition 
structures. As can be seen an Application Model is divided into three levels, 
the Task Level, the System Level, and the Interaction Level. The Task Level is 
intended to describe what the user would wish to do with an application, that 
is, the purpose for which the application is being used. Its contents are the 
definitions of Tasks and the Objects which form part of the real world. The 
System level contains the Support Knowledge required for a deeper under­
standing of how an application works. The Interaction Level is used to 
represent the MMI of the application.

5Note that additional analysis is required to keep track of objects being manipulated, and also 
to recognise possible alternative plans that the user could be following.
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The intention behind the levels is to enable (reasonably) independent analysis 
and construction of different aspects of the Application Model. For example 
it is to be hoped that if an application had its command-based interface 
replaced by a mouse-based one, then all that would need to be re-modelled 
would be the interaction level. In practice changing the MMI of an 
application in such a way actually requires changes to the application code 
itself and hence re-modelling at the System Level will also be required. 
Nevertheless a high degree of independence has been achieved in adopting 
these levels.

In addition to what has been described so far the Application Model also 
describes all the objects involved at the different levels, and how they are 
passed or mapped up and down the two main hierarchies. This is described 
in the next section.

2.5,5 Objects a nd  the ir m an ipu la tion  There are four types of object:

• Task Objects are those of which the user is expected to have a working 
knowledge and they relate to the real world purpose for which the 
application is being employed.

• SystemObjects are those which are manipulated/supported directly by 
the application itself; the current system state is principally defined in 
terms of them.

•  InteractionObjects are things such as Windows and Menus, which 
provide the medium through which the user and application communi­
cate.

• ObjectReferenceObjects are things such as filenames and message- 
numbers, which in a sense form the language in which users refer to 
SystemObjects.

All such objects can be organised into a classification or IsA hierarchy, plus 
two part-whole decomposition hierarchies based on the HasPart and 
Contains relations.

Having defined the objects at the three levels it is necessary to describe how 
they are actually used and manipulated by the Tasks, SystemProcedures, etc. 
in an application model. To do this all concepts shown in Figure 5 (i.e. Tasks, 
TaskPlans, SystemProcedureTasks, SystemProcedureTaskPlans, Interac- 
tionTasks, Modes, SystemProcedures, and Procedures) can have associated 
Arguments, Variables and Results, in much the same way that functions 
or procedures have in conventional programming languages. Each Argu­
ment, Variable, or Result can be further defined, and in particular has 
an associated Value-Restriction in the form of a specific Object Class. 
Thus for example a Task can be said to take an Argument which should be 
a Document. Arguments and Results are mapped in and out respectively 
by Argument Mappings and Result Mappings. These define how objects 
are passed up and down the two main hierarchies of the application 
model.
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2.5.6 The app lica tion  sta te  representa tion  The current state of the appli­
cation is represented by a set of assertions, typically of the form

( + Relation Object Object)

For example

(+  Contains SOI — MailBox -  1 SOI -  Message -  4)

means that SOI —MailBox—1 Contains SOI—Message—4 is true. The 
same assertion with a ‘ — ’ means that it is not true. The Pre- and Post- 
Conditions of procedures are expressed in a very similar manner, except 
that ‘variables’ can be used in place of actual objects, thus facilitating 
emulation. These variables can be Arguments, Variables or Results of the 
Procedure, or else simply free-standing ones which exist only in the 
Emulation process. This process takes the Procedure’s Pre-Conditions and 
matches them against the current application state both to check that the 
pre-condition and to instantiate the free-standing variables. These are then 
substituted in the post-conditions which are asserted into the current 
application state. In asserting these post-conditions the Emulator ensures 
that no contradictions occur, that is both a ‘ + ’ and a ‘ ’ assertion existing 
at the same time.

2.6 The Help System D evelopm ent System

The Help System Development System (HSDS) is a collection of tools 
specifically tailored to the construction of Application Models. They com­
prise:

• A variety of Hierarchic Browsers which are primarily intended for 
inspection and navigation purposes.

• A Frame Editor intended for both inspection and editing of individual 
concepts viewed as a Frame.

• A Plan Editor which is a specialised editor allowing the builder to 
construct plans of tasks, specifying ordering constraints and the objects 
being manipulated.

•  A Step Editor which is a specialised structured editor for defining the 
precise control and sequencing of tasks within a plan.

• A collection of validation utilities.
•  Generalised Storage and Access Mechanisms based upon a relational 

model which is used by both the HSDS and IHSS.
•  A number of mechanisms for deriving parts of the Application Model 

automatically.

The tools do not include facilities to support knowledge elicitation, since 
these are adequately covered by existing toolkits (for example KADS 
[HWB87], and KANT [SB89] from ESPRIT and Alvey involving STC/ICL 
respectively).
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2.6.1 S torage a n d  Access M echanism s A basic implementation decision 
was to use a relational model for the storage of an Application Model and an 
SQL-like query mechanism for access and update. All relations and concepts 
are defined in the Application Model Definition report [S*89] which is used 
to generate a Meta Application Model (Meta-AM)  description. This Meta- 
AM defines the value restrictions on the columns or fields of relations and is 
used to validate a Model as it is being constructed. Clearly this will never 
prevent the construction of meaningless Application Models or parts thereof, 
but it makes a significant contribution to the overall quality/correctness of 
the models produced.

2.6.2 Browsers a n d  Editors Hierarchic Browsers provide the basic naviga­
tion and inspection facilities of the HSDS tools and allow the AM Builder to 
explore easily the structure of a particular Application Model. Figure 6 shows 
a task decomposition hierarchy as might be viewed using the HSDS tools.

T-MakeGadget decomposition browser

^  Add root ^  Quit (Set default depth) Recompute^)

T-MakeGadget—►TP-MG-Plan 1y

T-WriteDocR

r T-DraftDocD
T-WriteDocD--- ► TP-WD-Plan 1 <‘S i > T-ReviewDocD

-UpdateDocD

T-ListCustomers 
T-WriteDocMIP —►TP-WMIP-Plan 1 ►T-SetTargets

-SetStartDate

fT-ListMachinery 
T-WriteDocMP —►TP-WMP-Plan 1 ►T-ListParts

-OrderParts

1 < "  > T-I

1<^>T-:
^T-l

1 ^ - f T - l

^WT-I

Fig. 6 The Task Decomposition Browsing Tool

Given a specific concept, of a specific type, the Frame Editor examines the 
Meta-AM to find all the relations in which the particular concept could be 
involved. It then contructs a ‘fra m e ’ of all the existing tuples which involve 
the named concept.

This forms a basic low level editor tool for use when other specialised editors 
aren’t appropriate for some reason.

Figure 7 shows the Plan Editor in which the user can quickly and easily draw 
up a definition of a process or plan, showing the tasks, user roles, and object 
interdependencies.
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Fig. 7 Role and Object Dependencies for T-MakeGadget/TP-MG-Plan1

The Step Editor is another specialised tool for editing Plans which permits 
the AM Builder to easily contruct and maintain complex control and 
sequences structures. Figure 8 gives an illustration.

Figure 9 shows a typical TaskPlan decomposition and gives an illustration of

• how steps of a plan can be organised into blocks.
• how steps within a block can be specified to be ordered or unordered.
• how some steps contain control structures which control the block of 

steps below them.

2.7 The Help System D evelopm ent M ethodo logy

As described earlier part of the methodology for help provision is embodied 
in the architectural framework proposed by EUROHELP: First all applica­
tion-independent knowledge of how to give help is realised in the form of the 
IHSS, thus removing one burden from the developer and in so doing 
preventing ad-hoc changes undermining the help provided. Second the IHSS 
is literally driven by a model of the application for which help is required. 
These two points combined mean that the developer ‘s im p ly ’ has to 
concentrate on building an application model using the HSDS tools, 
(although an interface between the IHSS and the application is also 
required). This task is split into three phases6 as listed:

6It should be noted that there are certain differences between dealing with extant systems and 
dealing with new ones. The EUROHELP project concentrated on extant system.
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END Parallel BLOCK
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Fig. 8 The Block Structure of TP-MG-Plan1
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T-WriteDocD Plan Decomposition Browser
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X ^DoUntiKApproved >

M
Step—►T-UpdateDocD

Fig. 9 The TaskPlan Decomposition Browsing Tool

1 User and Task Analysis.
2 The laying down of a Conceptual Map and Model of Operation of the 

application.
3 The actual construction of the model using the HSDS tools.

Phase 1 is not directly supported by the HSDS tools, and can in fact be 
undertaken independently of the provision of help using any currently 
available analysis technique [JDL84]. The output of the Marketing To 
Design methodology is particularly well suited to the EUROHELP ap­
proach (and vice versa) [Hut90], and includes descriptions of users, a 
hierarchy of their tasks, and the objects they manipulate. This information is 
later used to construct, and directly corresponds to the Task level of the 
Application Model.

Phase 2 can be viewed as a preparatory pencil and paper exercise for the later 
construction of the System and Interaction Levels of the application model 
(It is proposed however to exploit protocol analysis or hypercard tools such 
as KANT [SB89] from the Alvey DHSS Demonstrator, and/or the KADS 
tools [HWB87] from an ESPRIT project.) This phase itself is split into two 
stages. The first is a simple process of listing objects, operators, commands 
etc., and noting any groupings or other relationships between concepts. Such 
information can be gleaned from documentation, using the application, or 
talking to expert users. Its purpose is to set down a ‘Conceptual Map’ and not 
only establish the required vocabulary and terminology, but also the overall 
scope of the modelling task. The second stage, of defining a ‘Model of 
Operation ’ is rather subjective in nature, and is intended to establish (at least) 
a ‘mental picture’ of how the application actually works, which can be 
conveyed, via help, to the end user. Typically this Model of Operation 
is an ‘As Is’ model, but need not necessarily be so. For example, in 
Unix Mail, how to describe the flags on messages and also the use of
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memory/filestore are two major decisions to be made in defining its Model of 
Operation.

The final phase, Phase 3, concerns the actual construction of the Model 
using the HSDS tool. There are no hard and fast rules about this, and each 
developer will arrive at his own way of working. However experience has 
shown that building small areas of the model, in depth, is preferable to 
adopting a more breadth-first approach. The reason for this is that it is 
nearly impossible to remember all the details typically left ‘hanging’ in a 
breadth-first approach. For this reason it is thought best, for the System and 
Interaction levels, to

1 choose a particular facility,
2 define each command variant for invoking that facility,
3 define each object mentioned together with the means of referencing it,
4 define the effect decomposition of the facility,
5 place the facility in the Mode hierarchy,
6 and last, but certainly not least, define all the object mappings.

As building progresses more and more overlap is encountered, perhaps 
requiring some iteration, leading to less and less effort for each facility 
defined. Gradually the model fills out, rather like doing a jig-saw puzzle, 
until the defined facilities represent a framework for all future construction.

2,8 Types o f A pp lica tion

The project experience has shown that there are a number of factors, which 
give rise to a ‘need for help’, that need to be represented in an Application 
Model:

1 The range of facilities or commands an application makes available.
2 The range of Tasks for which the application can be employed.
3 The complexity of the Model of Operation needed to be understood by the 

user in order to make effective use of the application.
4 The depth of domain knowledge or data content which needs to be 

exploited in using the application.

The EUROHELP project addressed only factors 1 to 3 above. Factor 4, as 
shown by our experience with an SQL application, would require significant 
extensions of the Application Model definition to encompass far more 
domain knowledge. For example although there is some requirement for help 
on the SQL facilities themselves which can represented, the main require­
ment is for support in formulating data-base queries which specifically 
extract only the desired information. This requires data dictionary type 
knowledge, which in principle could be added to an Application Model, but 
would introduce an additional level of dependency, in that the data 
dictionary knowledge is concerned with the application of the application, 
for example the data in the database. Thus EUROHELP did not really 
address applications for which 4 is significant.
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This chapter sets down the ways in which the IT Community can gain from 
the EUROHELP deliverables, by examining the potential beneficiaries of 
this technology:

The Application End Users -  The people who employ the application in their 
everyday working life and who require help and training in doing so.
The Application Purchaser -  The organisation which employs the end users 
and which should benefit from their effective use of the application.
The Application Developer -  The organisation which undertakes the design, 
implementation and maintenance of the application.
The Application Vendor The organisation which pays for the application 
development and which should profit from its sale.

These beneficiaries will be dealt with in turn in subsequent sections.

3.1 The Benefit to the End Users

Here we are not so much concerned with how help is generated, but more 
with its quality and effectiveness. In this respect we can assess the benefits 
from EUROHELP under a number of headings as follows:

The Nature of Help -  The design of the EUROHELP IHSS is based on 
significant empirical studies and attempts to address the specific needs of an 
end user. Thus the Active and Passive help capabilities are quite complemen­
tary, and together give a comprehensive range of help, designed genuinely to 
assist the user in most situations. No conventional help system provides such 
a comprehensive range of help facilities.
The Context Sensitivity of Help -  The EUROHELP IHSS maintains an 
emulated application state and also attempts to infer the intentions of the 
user. This information is not only used by the Active side in deciding when to 
intervene, but it is also used in answering a number of question types.
The User Sensitivity of Help -  The EUROHELP IHSS maintains a user 
model in the form of an overlay of the Application Model. This is used in 
both the Active and Passive sides; on the Active side to govern the timing and 
topic of an intervention, and on the Passive side to select material to include 
in an explanation. Both Active and Passive sides also make use of the user 
model in the selection of the top level strategies for response formulation. 
The overall benefit is that the individual can proceed at his own speed, and 
can develop his knowledge of different areas of the application at different 
rates whilst at the same time receiving the appropriate level of help in 
each area. The net result, especially when combined with context sensitive 
help, is a much more flexible help system, genuinely reacting to real user 
needs.

3 The Benefits from Intelligent Help
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The Accessibility of Help -  Here there are a number of contributory factors:
• Questions can be asked at any point in time about commands, objects, 

tasks and also about what happened.
• Follow-on questions can be asked about any topic mentioned in any 

generated help text.
• Tasks and Objects can be browsed as a means of discovering what to ask 

and also what the application provides. In addition questions on 
commands can be asked via menus organised according to modes.

• The Help System is Active in the sense that it will intervene on 
appropriate occasions to offer help.

• Access to help does not interfere with the user’s ongoing dialogue with 
the application itself.

• Appropriate information is dynamically gathered together according to 
researched schemes of help generation and addressing particular needs.

The Effectiveness of Help -  Clearly a full-scale evaluation study and some live 
use is required to prove the effectiveness, or otherwise, of the EUROHELP 
IHSS design. Nevertheless it is felt that in general the help generated should 
be more effective than in conventional help systems for the reasons already 
discussed. One additional advantage of the EUROHELP approach is that if 
some deficiency in the generation of help is discovered, then the necessary 
improvement changes are confined to the IHSS and at worst some aspect of 
the Application Model. (This is in contrast to conventional help technology, 
where the changes would probably be spread over many individual help 
texts.) In this way there is every chance that the IHSS can at least evolve 
toward an effective help system, if it is not already.

3.2 The Benefit to the Purchaser

There are a number of factors concerning user effectiveness and user training 
which can be beneficial to the Purchaser: •

• First help is designed to enable the user to carry on with his current task.
• Second it exploits various opportunities in both active and passive help 

to expand the user’s knowledge of the application -  a form of on-the-job 
training.

• The use of the IHSS is expected to reduce the amount of conventional 
training and printed documentation necessary.

3.3 The Benefits to the Developer

Conformance to Requirements and Acceptability will be strongly enhanced by 
any technology which genuinely supports the user in task performance.
Productivity and Maintainability There is considerable overlap between 
application modelling and activities undertaken as part of the application 
development process. Clearly exploitation of such an overlap will undoubt­
edly lead to gains in these areas, especially when combined with the other 
benefits described in this section.
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3.4 The Benefits to the Vendor

Benefits to the vendor are the following:

Development Costs -  As previous sections indicate there is scope for both 
productivity and quality improvements.
Product Differentiation -  Effective intelligent help would differentiate the 
application from ones without it.
Internationalisation -  The use of an Application Model is a significant step 
toward the possibility of constructing multi-lingual applications.7
Customisation -  This is similar in many respects to Internationalisation in 
that the use of an Application Model is a significant step forward.

4 Conclusions -  A Critical Appraisal of EUROHELP Techniques

Section 2 described the EUROHELP project’s results as they stood at its end 
in 1990. As mentioned earlier it had substantially met its objectives but fell 
short with respect to complete productisation. Section 3 then sets down the 
kind of benefits that can be expected from a help system along the line 
proposed by the EUROHELP project. This section critically appraises the 
results of EUROHELP, clearly indicating the authors’ views on what should 
be productised, and what, at this moment, is only of theoretical interest.

4.1 Add-On Help versus Integrated Help

The EUROHELP project began with the mission of developing a means of 
providing help for extant systems. This led to a deep understanding of the 
nature of help, and a clear definition of the interface required between an 
application and a generic help facility. This interface revolves around two 
basic requirements over and above the basic requirement for an Application 
Model:

1 the need for an intelligent help system to have access to application state 
information.

2 the need to intercept easily and to interpret all input and output between 
application and user.

Requirement 1 tends to be very difficult to achieve for extant systems, and is 
dependent on how they are engineered. This essentially means that the help 
system has to resort to ‘gleaning’ whatever information it can from the applica­
tion’s output and user’s input, and emulating the effects of each command.

Requirement 2 is more easily met, but to avoid duplication of processing (eg 
parsing of input by both the application and the IHSS) it is better that the

7It is not a simple way forward, since language differences might necessitate substantial changes 
to the Application Model formalism, but nevertheless we are moving in the right direction.
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application is modified to intercept input/output at an appropriate point and 
pass it on to the IHSS.

All this implies that the Add-On approach can only satisfactorily work with 
‘hands-on’ access to the application code so as to supply the required 
interface, and even then there can be problems.

The preferred approach is what is termed the integrated approach, in which 
help and the application are designed and implemented together. The benefit 
of this approach is that the necessary interfaces and access to information 
can be guaranteed in the design process. However for the integrated 
approach to be possible the application development methodology should 
subsume the methodology for providing help.

Clearly there are not simply two extreme approaches, the Add-On and the 
Integrated. The Integrated approach is really a matter of degree. There is 
therefore a whole spectrum of what are called Hooked  approaches, in which 
the application is in some way modified to provide hooks for the provision of 
help.

4.2 Application State Information

As discussed in section 4.1 it is difficult to extract state information when help 
is added-on to an existing application. The reasons for this are that

• state information tends to be embedded throughout the application 
code.

• commands which provide state information often cannot be used 
transparently by the help system since they also change the state of the 
system.

Equally emulating the state is prone to difficulties:

• the emulated state gets out of synchronisation with the real state.
• it is typically only a partial model, with all the consequential problems.
• describing the effects of application facilities is difficult.

For these reasons it is best that the application is designed to supply an 
interface through which the IHSS can gain access to state information.

4.3 Performance Interpretation

Performance Interpretation can be broken down into three main compo­
nents:

Parsing -  the IHSS more or less has to replicate what the application itself 
has to do in the way of parsing user input. In some circumstances the parsing 
process in not simply a straight forward syntactic analysis problem. Applica-
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tion state information, such as the existence of a file, or whether a name refers 
to a directory or a file, often can influence the process. Isolated parsing by the 
IHSS is therefore somewhat disadvantaged, and clearly a single parser 
servicing both application code and the IHSS would be a preferred solution.
Plan Recognition -  In EUROHELP the only plans which can be recognised 
are ones which are hand-built into the Application Model. Thus as well as 
representing all ‘good ’ methods for accomplishing a task, ‘ine ffic ien t’ and 
even ‘mis-conceived’ plans have to be constructed. This places an extra 
burden on the Model builder and in turn practical limitations on what can be 
achieved with such an approach. Additionally plan Recognition is a compu­
tationally expensive process which has to be undertaken even if the user is 
performing satisfactorily. It therefore constitutes a significant overhead on 
general task performance.
Planning -  is used in testing whether the user is performing effectively, and 
also in answering specific Enablement questions. In both cases a heavy 
reliance is placed on state information, and effect descriptions.

The net conclusion for Performance Interpretation is that there is a heavy 
reliance on model building and application state representation, both of 
which are somewhat problematical. In addition an order of magnitude 
improvement in performance is required before it becomes a practical 
proposition. Therefore some rescoping is required which focuses sharply on 
specific help requirements.

4.4 D iagnosis

Diagnosis ranges from being straightforward at one extreme, to being almost 
intractable at the other. It is always dependent upon the accuracy of the 
Performance Interpreter and User Modeller, which is in turn dependent 
upon Diagnoser, thus leading to somewhat of a ‘vicious c irc le ’. Nevertheless 
it has been demonstrated that certain useful diagnoses can be made, but the 
practicability hinges around the speed at which these modules can be made 
to perform.

4.5 Application Modelling

There appears to be an ever increasing set of requirements on Application 
Modelling, ranging from supplying inefficient plans to describing how to 
parse input. Whilst it is important to factor carefully non-generic compo­
nents from the IHSS into the Application Model, there is a practical limit in 
terms of just how much the model builder can be expected to do.

Another major issue concerns the ‘m atch’ between model and reality. First 
there is the question of how detailed or abstract the model should be. Then of 
how accurate a model can be made.

These issues should, at least, be alleviated by adopting an Integrated 
approach to help provision and application development.
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4.6 Coaching and Question Answering

The combination of Active and Passive help seems a good one, which 
provides a comprehensive range of help facilities. Even if performance 
interpretation cannot adequately be rescoped so as to continue to support 
much of the Active side, then shifting similar functionality into the passive 
side certainly seems a plausible alternative and this can be done without 
significantly reducing the range of range of help provided.

4.7 User Modelling

The EUROHELP project employed relatively simple User Modelling tech­
niques, involving straight-forward attachment of information to concepts in 
the application model as a form of overlay. Provided the performance 
interpreter and other modules can supply the necessary information this 
approach seems to be perfectly practicable. The overall conclusion is that 
something more akin to ‘usage m odelling ’ as opposed to user modelling would 
suffice for help provision.

4.8 Summary

• The comprehensive range of help proposed and demonstrated by 
EUROHELP constitutes a definitive standard against which all (future) 
help systems should be judged. At the very least application developers 
should take note of the flaws in conventional help technology.

• The integration of help provision techniques into standard application 
development processes is essential if this new standard for help is to be 
put into practice.

• The EUROHELP project has successfully demonstrated the feasibility 
of intelligent help. It is has also defined the nature of the required 
interfaces for a general run-time component to be incorporated into 
future applications.

These last two issues will be addressed in subsequent papers.
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How to Use Colour in Displays1-  
II. Coding, Cognition & Comprehension

Darren Van Laar and Richard Flavell
The Management School, Imperial College, London

Abstract

Colour is often used in visual displays to improve human-computer 
interactions and to achieve a more natural and representative 
display than monochrome coding alone can accomplish. In order to 
use colour on displays effectively it is important to understand how 
colour is perceived, how colour coding can be used to support tasks, 
how many colours to use on a display, and when colour will be 
useful.

This is the second of two papers discussing the effective use of 
colours in CRT displays and covers task factors in colour displays, 
explains what is meant by colour coding, when to use the different 
forms of colour coding, and the effect of using colour on perfor­
mance and preferences. Also covered are the aesthetic and environ­
mental factors relevant to employing colour on displays.

This paper concludes with a summary of the physical and cognitive 
factors that have been highlighted by the two papers, together with 
some guidance as to how this advice may be implemented. A 
glossary of frequently used terms is also included.

1 Introduction

The first paper in this series (Van Laar and Flavell, 1990) set the scene by 
discussing and describing the physics, physiology and perception of colour 
vision. This paper will examine why colour should be used in displays, and 
how information should be colour coded. Although these papers have been 
presented in what may seem a natural order, from low level to high level 
factors, perhaps this paper should have been first in the series, as it is only 
when the programmer or designer has decided to use colour after a 
consideration of the task that decisions about which colours to employ

1 This work has been supported by the University Research Council of ICL. We are grateful to 
A. J. Russell and members of the Strategic Systems Technology, Bracknell, for their continued 
assistance.
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should be made. In reality only displays which have been designed with the 
user, the task and the environment in which they are to work firmly and 
uppermost in mind will be successful. The aim of this present paper is to give 
the reader an appreciation of the importance of task factors in using colour 
with CRT displays, and their relation to the user and the environment in 
which the task is to take place.

When colour displays were first developed it is fair to say that colour was 
used in a trial and error basis, with little regard for information enhancement 
or expression. One excellent example of this genre is the British Post Office’s 
PRESTEL system. The PRESTEL logo itself was one of the worst examples, 
each letter being coded in one of the colours available (7 foreground or text 
colours plus one background = 8 colours). Other factors were the low 
resolution of the displays and the lack of experience of the page suppliers in 
designing pages for the system. Often the pages were individually designed by 
each contributor, whose aim seemed to be to produce the brightest and most 
garish page on the system (and therefore the most eye catching), but 
neglected that the pages might not be suitable for reading. Fortunately, from 
this low point the effective use of colour has since been considered more 
seriously by display designers.

Colour coding is used in visual displays in three basic ways (Teichner, 1979). 
First, it may be employed to provide a more pleasant display than a “bleak” 
monochrome presentation. However, there is conflicting evidence as to 
whether colour displays per se produce better performance, but they do seem 
to be consistently preferred over monochrome displays (see section 7.1). 
Second, colour may be used to reduce clutter or visual noise in the display by 
organising the display into perceptual units. Third, colour may be used to 
‘code’ information, in the sense that the colour may be used to convey 
meaning in the same way that alphanumerics, graphs or meaningful symbols 
might be used. This paper will concentrate on the use of colour for coding, 
although the other two uses are also briefly discussed.

Note that many of the concepts and definitions used in this paper are 
explained in Van Laar and Flavell (1990), and it is assumed that the reader 
will be familiar with this. A large reference section is included, in an attempt 
to make the reader aware of the range and depth of research in this area, and 
to provide access to more detailed work. Many of the unfamiliar terms used 
here are included in the glossary, appendix A.

2 Task analysis and the use of colour

Before discussing the use of colours in CRT displays, it is important to place 
the display within a task context. The display does not exist for its own sake, 
but to transfer information to a human observer. When designing displays a 
number of factors have to be borne in mind, in particular the task to be 
performed, the nature of the observer, and the environment within which the 
activity is to take place. There is a substantial difference between a secretary
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peforming a word processing task in an office and a navigator of a battle 
tank trying to identify objects on a radar screen.

There have been relatively few studies applying task analysis to CRT 
displays. Early studies emphasised the motor tasks, eg. how rapidly were 
keys being struck, rather than cognitive tasks such as search or discrimina­
tion. An unpublished recent report (Fenn, 1986) surveyed various task 
analysis procedures to assess their relevance to CRT displays and concluded 
that none at that point in time were completely suitable, this conclusion has 
also been reached more recently by Sutcliffe (1988).

Possibly the most relevant methodology is that of Easterby (1986) who 
discusses the types of tasks, their implications and the likely psychological 
processes. The distinction between task and process is that the former is 
operationally defined, ie what somebody does such as searching or labelling, 
whilst the latter is a theoretical model of what is thought to be taking place 
within the person performing the task. The processes are important because 
they constitute the building blocks that describe how a task is performed and 
thus how information may be best presented. Examples of processes are:

-  Detection
-  Discrimination
-  Identification
-  Recognition
-  Categorisation

Easterby discusses how the display and user attributes may be interfaced 
with the processes, the former under the display designer’s control but the 
latter obviously outside it. Examples of the former are readability and 
conspicuity, and of the latter training and motivation. No mention is made of 
the environmental attributes that would also impinge on performance.

But even Easterby’s work is still at a very descriptive level. Very few studies 
have investigated the relationship between task and colour coding in displays 
(Long, Eldridge and Carver 1983; Campion, 1989). Whilst these made use of 
task analysis, the formats of the displays were already determined and the 
different colouring alternatives extremely limited. The studies were designed 
to generate applicable colour knowledge that was objective and generalisa- 
ble, but in their own admission fell short. The fundamental difficulty appears 
to be that the experimental tasks employed have to be seen to capture the 
important features of the real tasks; in the context of this survey, the features 
that are sensitive to colour coding.

While there is little doubt that task analysis is of major importance to the 
design and colour encoding of displays, it is a developing technique that is 
really still at a descriptive and exploratory phase and cannot be widely 
applied to cognitive processes without great investments in time and money. 
This type of in-depth task analysis takes a large degree of experience to
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implement properly, and is generally only available within human factors 
departments of large companies or colleges. The display designer who has a 
smaller project is therefore recommended always to think first about 
supporting the goals and tasks of the user when applying colours to the 
display.

3 Colour coding of information

Colour is useful as a non-redundant coding dimension where it can be 
employed to reduce clutter on a display by attributing meaning to colour 
codes rather than introducing another symbol. For example, air traffic 
controllers use colour to indicate direction of flight, alphanumeric symbols 
show height and position and speed is spatially encoded. The danger is that 
the user may forget just what meaning the colour represents, or confuse one 
colour with another especially if no intuitively representative colour is 
available. Colour coding in such situations (especially in high risk, life 
sensitive tasks) should therefore only be used with people trained specifically 
for such tasks.

It is sometimes valuable to use colour within a multidimensional colour 
display, where information in a particular colour in one part of the display 
can mean something different from other colours on the display, or the same 
colour elsewhere on the screen. Egeth and Panchella (1967) have shown how, 
in general, the greater the number of coding dimensions in a display, the less 
accurately each dimension, and the meaning associated with it, can be 
identified. Common coding dimensions other than colour in a display are 
shape, position (spatial coding), size, blinking, alphanumeric (textual) and 
icons.

Colour should therefore be used as a means of making the logical structure of 
the information in a display more visible. Other factors such as making the 
display more attractive or of conforming to previous conventions are 
secondary.

Colour is used widely to separate information into different classes but 
without implying any relationships between the classes. For example, the 
lines in a map of the London Underground are generally coloured differently 
to aid discrimination, and there is no additional information to be deduced 
from the fact that the Piccadilly and Victoria lines are different shades of 
blue. A colour scale, eg. increasing saturations of red, may be used to imply 
numerical information. A classic example is in cartography, where the 
deepness of the sea is indicated by the shade of blue. The deeper the sea, the 
darker the blue, and so one may be able to deduce at a glance the relative 
depths of parts of the sea.

The use of colour in the London Underground map is a type of ‘qualitative’ 
coding and is used to represent nominal data. This form of coding is very 
widely used in information displays, and can be employed in three ways:
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highlighting, discrimination or relating. In the cartography example, ‘quanti­
tative’ coding is used to code differences in degree between depths. In 
quantitative coding colours are coded along a colour dimension in a 
meaningful way, as in some infrared film preparations where colder temper­
atures are represented by colours nearer the blue end of the spectrum, 
warmer temperatures by colours towards the red. Quantitative coding is 
used for ordinal and even interval data to indicate the amount of, or level of, 
difference between codes. There are a number of problems associated with 
quantitative coding, not least the choice of scale or colour dimension to use 
when displaying data.

3.1 Qualitative use o f colours

The qualitative use of colour may be classified into supporting one of three 
types of task: highlighting, discrimination and relating.

H igh ligh ting : In order to emphasise or draw attention to important fields of 
information, a word, a title, an error message, a graph axis, etc may be 
coloured differently from other information.

Relating: Colour may be used in visual displays to indicate a relation 
between fields of information. A sense of relation may be produced by using 
similar colours eg pink and red (varying degrees of saturation) or red and 
orange (neighbours within the spectrum), or by relating a given interpreta­
tion of the colour to that used in the display (danger and cautionary 
messages in red and amber).

Discrim ination', This is the use of a cue or coding dimension to distinguish 
between two or more different sets of data. An example of this would be the 
use of a black and red coloured text to indicate credits and debits on a 
spreadsheet program.

3.2 Quantitative use of colour

The use of colour to imply quantitative information was, until recently, 
relatively uncommon on displays. This was principally due to the limitations 
of the displays to generate a sufficient range of colours. When necessary, the 
limitation was in part overcome by the use of ‘pseudocolouring’, namely the 
assignment of colours to numbers (or ranges of numbers). For example, a 
positron emission tomography (PET) scan may be used to measure the 
glucose energy requirements of differing parts of the brain (and hence 
differing levels of activity). It might be displayed using the following 
code:

Units
1-100

Colour
blue
yellow
red etc.

101-200
201-300
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There are two major problems with this method of virtually arbitrary 
assignment of colours to codes. First, there is no obvious intuitive relation­
ship between the numerical and the colour scales, and hence the relationship 
has to be learnt by rote. Second, two quantities may be relatively close 
numerically, but because they lie either side of a colour boundary would be 
translated into different colours, ie. artificial discontinuities are created. 
Perceptual problems are also not usually taken into account, with yellow for 
example appearing much brighter than an equally saturated blue of the same 
luminance and will therefore stand out as more important or more different 
than the numerical value it represents.

Despite difficulties in display interpretation poor and arbitrary pseudocod­
ing still persists in many application areas such as medical imagery and 
satellite data interpretation. A more effective way to pseudocolour a display 
may be to use a continuous path through a colour space such as RGB or 
L*u*v* in such a way that the numerical change in the data is represented by 
a correlated physical change in the colour stimulus or code. For example, 
using the brain scan data above, if it is assumed that the maximum number 
of units is 300, then dividing the red voltage range into 300 steps and then 
showing units of glucose uptake with the appropriate voltage on the red gun 
(with the green and blue guns off) would result in higher readings being 
represented by increases in red. Unfortunately, whilst such a transformation 
would step evenly through the RGB space, the user would not perceive 
colours on the scale as changing evenly as brightness and saturation are 
confused together (see Van Laar and Fla veil, 1990). Thus stepping instead 
through a perceptual colour space such as L*u*v* or HLS would be far more 
appropriate and intuitive for the users (Robertson, 1988; Levkowitz and 
Herman, 1986).

Even when using a perceptual space some problems still exist. Probably the 
most obvious is that there is a wide range of intuitively ‘sensible’ paths 
through such colour spaces, and it is often difficult to determine which is 
best. For example, which is better (based on HLS space):

a. Fix lightness at 50% (L = 50), saturation at 100% (S= 100) and then
step through the hues (H)?
(Sometimes called the gamut boundary or rainbow scale).

b. Fix H (say to red), and S= 100, and then evenly step through L?
(Lightness scale).

c. Fix H, and L = 50, and then evenly step through S?
(Saturation scale).

The first scale will pass through all of the hues in the spectrum, and the non­
spectral purples, the second will run from black through fully saturated red 
to white, whilst the third from mid-grey to fully saturated red. These are 
three obvious paths and Flavell and Heath (1989) found that the rainbow 
scale was the most easily interpreted but it was difficult to extract relative 
information from it rapidly. The lightness scale was nearly as good whilst
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also possessing an intuitive preceptual logic. The third was significantly 
worse, which was surprising given that a saturation scale is frequently 
suggested in the literature. However, it was found that a grey scale (ie. any H, 
S = 0 and step through L) was nearly as accurately interpreted as the rainbow 
or lightness scales which shows that well chosen monochrome displays can 
be as good as colour in tasks of this type.

A second issue is whether the scale should be as continuous as technically 
feasible, or should there be a relatively small number of discrete graduations 
or steps in the colour space. It can be computationally expensive to step 
evenly through a perceptual space (because of the computing overhead 
involved in transforming the many small steps into RGB gun values). 
However, it has been found that untrained people intuitively use a small 
number of graduations, probably no more than 10 (Jones, 1962; Oborne, 
1982). Above this number, people tend to ‘chunk’ graduations, ie. create 
bigger graduations mentally, which can decrease task performance and 
increase error rates.

The National Physical Laboratory (Clarke and Leonard, 1989) have pro­
duced recommendations on choosing colours for pseudocolour scales based 
on their work on thermal imaging. Robertson (1988) concludes that colour 
coding using two dimensions ie. cross-sections through the space maintain­
ing constant hue or constant lightness, is best. However, Ware and Beatty 
(1988) in an experiment testing the explicit use of three dimensions of colour 
found that problems impelementing HSV space and an opponent process 
space meant that the colours used in their experiment had to be based on the 
non-perceptually uniform RGB (monitor) space.

4 The effect of colour on task performance

The impact of colour on the performance of tasks is not well understood. 
Most studies have used experimental tasks whose extension to real tasks is 
debatable. A recent study (Chechile, Eggleston, Fleischman and Sasseville, 
1989) which looked at the cognitive complexity of displays found that 99% of 
the variation in performance between complex military displays was 
predictable from variations in the task alone. They concluded that perceptual 
factors not related to the task, such as an increase in contrast of items in the 
display or the use of different colours for objects, would have very little effect 
on performance. This next section will look at the use of colour coding in 
various tasks that have been examined experimentally.

4.1 Colour vs monochrome coding.

Much of the research on colour coding has used as a control, or been 
compared with, monochrome displays and codes. This section tries to 
summarise the most important findings of this work according to whether 
colour was found to help, to hinder or whether it had other effects on the task 
performed.
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4.1.1 Perform ance advantages  Christ (1975), in a survey of work on 
colour coding up to that time, concluded that for many tasks concerned with 
identifying objects on displays, colour was a better form of coding than shape 
or size, but was not as good as alphanumeric coding, and when the task was 
to locate (search) or count codes in a display colour coding was superior to 
all of the other codes in the experiments reviewed. However, it was observed 
that colour sometimes produced longer search and identification times than 
shapes, alphanumerics or size of object codes when colour coding was 
present as an irrelevant display stimulus.

According to Fisher and Tan (1989) colour is a consistently more effective 
means of highlighting information on a display than boxing, blinking or 
reverse video. Although the exact effect will be determined by the probability 
that the message/object highlighted is the one that is important (highlighting 
validity) and the probability that subjects will attend first to the highlighted 
parts of the display.

Kopala (1979) showed that redundant colour coding significantly reduced 
both response times and error rates in pilot flight performance. Carter (1982) 
obtained fast, predictable search times from colour coded displays when the 
number of items in the target class of colours in a search task was small, 
although the effectiveness of the colour coding was found to diminish as the 
target class size increased. In a study by Sidorsky (1980), colour was seen to sub­
stantially reduce processing times of complex information in battle displays.

Van Laar (1989) found that redundantly colour coding programming 
displays improved performance in a programming maintenance task over 
monochrome presentations of the same information.

4.1.2 No c lea r advantage  o r  d isadvantage  With very high levels of 
practice the usefulness of colour coding displays diminishes. Christ (1983) 
reports a series of nine experiments which investigated the use of the coding 
dimensions of letters, digits, familiar geometric shapes and coloured dots in 
visual displays. The experiments used search, choice reaction, location and 
identification-memory tasks. Christ wrote that “These experiments provide 
no basis for concluding that any particular code has a general advantage or 
disadvantage over any other.”, and “The relative effectiveness of different 
visual codes is a function of practice, other display conditions, the tasks, and 
the dependent measure used to make the comparison.” (Christ, 1983 p. 71).

Foster and Bruce (1982) conducted an experiment which looked at the effect 
of three colour formats and a monochrome control on tabular presented 
information. Although colour coding was found to be advantageous in some 
conditions, colouring groups of data in a non-task-related way can have 
detrimental effects on interpreting such displays.

According to one of the latest theories of visual search (Duncan and 
Humphreys, 1989) search performance decreases as targets and non-targets
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become more similar, and, less obviously, as the non-targets become more 
similar. This implies that colour coding non-targets (such as the background 
or unimportant screen details) in a similar fashion to any colour item (target) 
will have a detrimental effect on search performance.

Knapp et al (1982) found that performance on colour and achromatic codes 
was equal in a study of the ways in which information should be highlighted 
in complex displays.

4.1.3 Perform ance d isadvantages Teichner (1979) in an early summary 
paper thought that the use of colour as a coding dimension was overrated 
given the present evidence, and that colour coding offered no real advantage 
over achromatic or monochrome coding dimensions.

Beck, Sutter and Ivry (1987) found that relative to luminance contrast, hue is 
a poor method of segmenting images into their constituent parts. Further­
more when both luminance contrast and hue contrast segmentation informa­
tion is given, the hue information can be ignored.

4.2 Leg ib ility

A number of studies, especially in the early 1980’s, sought to discover which 
combination of colours on a display was the most legible, both when on their 
own (monochrome displays) and when in combination with other colours. 
Unfortunately most of these studies employed displays which had a much 
lower pixel resolution and a smaller colour gamut than is usually employed 
today. These studies also usually regarded names of the colours used as 
sufficient descriptions of the physical stimulus, which for the reasons 
described in Van Laar and Flavell (1990) is wholly inadequate. Therefore the 
following descriptions of studies and others found in the literature should be 
treated with caution.

Small (1982) found that in a legibility task employing an eight colour display 
where users had to spot spelling errors in familiar texts, legibility was highly 
positively correlated with the log luminance contrast between the colour 
combinations. However, the poor quality of the display used meant that 
these effects were possibly effected by misconvergence effects, especially with 
secondary colours (ie cyan, magenta and yellow). Sawyer and Talley (1987) 
provide results summarizing legibility of characters based on non-colour 
characteristics.

4.2.1 C a lcu la ting  the pe rcep tua l d ifference between co lours  Bruce and 
Foster (1982) required subjects to read aloud three randomly sorted alpha­
bets and three sets of digits (0 to 9) presented in 56 foreground-background 
combinations of eight colours. From their results they recommended that the 
relative luminance index between the background colours should be higher 
than 0-3 to maintain maximum character visibility. The relative luminance 
index, also known as the CIE luminance contrast formula, is given by:
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Contrast=(LC- L b)/Lb

where L0 = foreground/object luminance, and Lb=background luminance. 
Note that a positively contrasting display gives a positive number, and a 
negatively contrasting display a negative number (see section 4.3).

As mentioned in Van Laar and Flavell (1990), luminance is not a useful 
dimension to represent information in displays for a number of reasons, and 
a better method is to use lightness (L*) which gives a truer estimate of the 
relative perceived luminous intensity between colours. Thus the lightness 
contrast coefficient (LCC) is calculated as above but with luminance (L) 
replaced with the perceptual measure L*. To illustrate lightness differences 
between colours, Table 1 below shows the actual luminance and lightnesses 
of patches of colours as measured with a tele-spectroradiometer for the 
sixteen colours available on one of the most popular types of colour display 
currently in use. This table shows how the perceptually based L* scale 
illustrates the perceived colour difference much better than the luminance 
reading. For example, bright yellow might well be nearly four and a half 
times better in physical luminance, but actual appearance is much nearer to 
the less than twice as bright figure predicted by the L* data.

Table 1 Actual luminance and relative lightnesses of colours on an IBM CGA monitor, with 
a reference white of x = 0-2823, y = 0-2952, Y = 77-3.

IBM
number

Colour Luminance
Cd/m2

Lightness
L*

0 Black 0-67 7-83
8 Grey 4-95 30-4

11 Blue 5-45 31-92
4 Red 8-79 40-2
5 Magenta 11-52 45-5
9 Bright blue 119 46-17
6 Brown 15-95 52-55

12 Bright red 18-02 55-39
2 Green 26-33 65-01
3 Cyan 26-91 65-6

13 Bright magenta 27-3 65-99
7 White 30-0 68-65

10 Bright green 49-8 84-19
11 Bright cyan 61-63 91-56
14 Bright yellow 70-8 96-64
15 Bright white 77-3 100-0

Although the figures above are useful for calculating the LCC of text- 
background combinations on an IBM CGA display, it cannot be stressed 
enough that these figures will only be useful without major modification by 
other CGA owners of a monitor of approximately the same age (four years) 
and usage, with similar brightness and contrast settings. Nevertheless, 
lightness contrast and therefore discriminability may be roughly estimated 
using the above table for any pair of colours.
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Table 2 shows the LCC for a number of the foreground and background 
colours given in Table 1. Differences in lightness are not the whole story, and 
differences in hue and saturation make a large contribution to the perceived 
difference of a colour, although exactly to what extent they affect legibility is 
unknown and the subject of current research. Table 2 also shows the 
perceptual colour difference (AE) and it is clear that this can differ markedly 
from the LCC. When lightness alone is considered combination number 2 is 
nearly ten times more discriminable than no. 3, but when hue, lightness and 
saturation are considered together then 3 would appear to be nearly twice as 
contrasting as 2.

Table 2 The LCC and AE colour difference for three colour combinations on an IBM CGA 
display.

No. Foreground Background LCC AE

I Yellow Blue 2-02 228-48
2 Cyan Blue 105 73-9
3 Red Magenta O il 130-7

The observation, that the CIE AE formula for measuring approximate 
perceptual colour difference has little bearing on how different colours look 
in displays, is very important. In an unpublished study conducted in our labs 
the AE colour difference formula, based on actual measurements from a 
monitor, only began giving reasonable correlations of subjective estimates of 
colour difference when the luminance part of the equation (AL*) was 
multiplied by 50. Other support for this observation comes from Matthews 
(1987) and Lippert (1986).

4.3 Positive vs negative polarity

The argument as to whether positive (black text on light backgrounds) or 
negative (light text on dark backgrounds) should be used when displaying 
information on VDUs is often studied, and is often the starting point when 
designing colour displays. Positive displays are supposed to be better than 
negative displays because of their greater overall luminance which increases 
acuity and decreases the effect of illuminant glare. However, with bright, 
wide-angled, displays with low refresh rates, flicker can be a problem. For 
further information on specific situations see Pawlak (1986).

5 The number of usable colours on a CRT

It is impossible without specific information to answer the frequently posed 
question “how many colours can be used on a graphics display?”. The 
question can only be answered when both the task and physical environment 
contexts are also considered. However, some general guidance can be given 
on how to estimate the number in a particular situation. This guidance 
depends on two factors: the perceptual and display factors that determine the
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‘discrimination’ of colours in the specific display, and the number of colours 
people can categorise or ‘identify’. The next two sections deal with these 
factors in turn.

5.1 Percep tua l a n d  d isp lay fac to rs

Common advanced colour systems have the ability to produce 256 steps in 
voltage on each of the three colour guns. As the guns are (generally) 
independent, this implies that 2563 or roughly 16-7 million different colours 
may be generated on the display.

Distinguishing between colours is a relative judgement, and is assessed by the 
‘just noticeable difference’ or ‘jnd’ metric. This refers to the smallest 
perceivable difference between two colours and one which will be discrimi­
nated at least half of the time by an observer. Ideally this difference, if 
measured as a distance in a perceptually uniform space, should be constant 
throughout the space, and equal in all dimensions. In practice there is a ratio 
of about 4 to 1 between the size of the maximum and minimum jnd in the 
theoretically perceptually uniform L*u*v* space. It has been estimated that 
there are probably about 1-2 million just noticeably different colours on a 
typical high resolution advanced colour display (Tajima, 1983).

In practice, in a normal working environment, greater discrimination would 
be required. Heath (1986) estimates, by separating colours by about 10 jnd’s 
and thereby ensuring easier discrimination, that an upper limit of 1000 
distinct colours might be useable for colour coding purposes. If the ambient 
lighting is very high then this number will reduce rapidly (because as L* 
approaches 100% the size of the space reduces rapidly) down to double or 
even single figures.

Van Laar and Flavell (1990) in the first paper in this series summarise the 
perceptual and display factors that will affect the choice and number of 
colours to use.

5.2 Cognitive  factors

When the task is to tell whether two colours are different people can perform 
remarkable feats of fine discrimination. However, when the task is to 
categorize or remember colours, relatively few colours can be managed 
without extended training or practice.

5.2.1 C o lour code  set size Performance has often been shown to be 
affected by the number of colours used in a display. Cahill and Carter (1976) 
showed how the time taken to search for a coloured item in a display 
decreased as the number of colours increased to seven, but increased signifi­
cantly as the number of colours exceeded ten. Luria, Neri and Jacobsen 
(1986) however, found that the time required to say whether a colour was 
included in a set of colours increased linearly up to set size of 5 or 6, after
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which it increased much more rapidly. In the same study error rates 
increased sharply with set sizes of 8 to the maximum set size considered of 10. 
Luria et al (1986) noticed that reaction times to individual colours remained 
the same throughout the conditions, with dark blue, red, purple and white 
being the quickest, and yellow orange and cyan being the slowest matched. 
These differences in performance were not due to brightness differences, but 
seemed to be based on hue (eg. orange most often confused with red and 
yellow) and saturation differences (with reaction time decreasing as satura­
tion increased).

However, the task may necessitate not merely distinguishing a colour 
difference, but in recognising a specific colour. Some relevant experiments were 
performed in the 1950’s but obviously not using CRT’s. Heath and Flavell in 
their experiments report that most subjects appeared to be able to use only 
about 6-7 colours or steps, although this number increased if a reference scale 
was presented (Heath and Flavell, 1985). This agrees with the earlier work, 
such as Jones (1962) who suggests using only 8 colours for reliability, and 
Oborne (1982) who recommended the use of a maximum of 10 colours.

5.2.2 C o lour nam ing  Related to colour recognition is colour naming, in 
other words how somebody categorizes colours using familiar terms. Boyn­
ton, in a series of experiments (Boynton et al, 1989; Uchikawa and Boynton, 
1987), found that both Japanese and American subjects used only 11 basic 
terms plus a range of adjectives to describe most colours. These eleven basic 
terms are:

white, black, red, green, blue, yellow, brown, purple, pink, orange and 
gray

Given this limited vocabulary, it is important for displayed colours to be 
perceived as members of these categories if they are to be readily identified 
and remembered (see also the next section).

5.2.3 M em ory fo r co lours  Although memory can be thought of as being a 
collection of many separate stores, each with characteristic properties, the 
basic distinction between iconic (sensory), short-term (working) memory and 
long-term (semantic memory) is still valid.

Iconic memory is characterised by being able to store a literal copy of a 
visual scene for a very short time (about one second). This type of memory is 
very susceptible to interference but can give the other stores enough time to 
focus on a particular feature which can then be remembered. Interestingly 
with very short-duration stimuli people seem to be able to report either the 
location or the colour of an object but not both at the same time (Clark, 
1969).

The advantage of short term memory for colours over other code types is 
not that the colours themselves are better remembered, but that they allow
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the display to be divided into meaningful areas more easily. In this way 
colour coding the number of aircraft by altitude would not help recall the 
position or the identity of an aircraft but would help in reporting the number 
of aircraft within each colour (altitude) segment (Clark, 1969; Davidoff, 
1987).

Short-term memory can usually only hold 7 + 2 items at one time. If a task 
requires that more than seven different codes are to be remembered without 
the support of a displayed reference or key, then people will have difficulties 
and begin to make mistakes, especially when the task itself is demanding 
(Heath, 1986). The exact hue of an object seems to be very well remembered 
up to thirty seconds after presentation of a stimulus, and after this period 
colours are recalled less accurately. However, after this point performance 
remains at this level indefinitely.

One of the most interesting effects with long term memory for colours is that 
unlike shapes or drawings which are usually remembered in a pictorial form, 
long-term memory for colours is usually encoded in a verbal form. Boynton 
et al (1989) provide a possible explanation for this by suggesting that after a 
short period of time colours are no longer directly comparable on their 
physical characteristics, but become categorised and labelled into one of the 
eleven basic colour terms (see section 5.2.2). Long-term colour memory 
appears to be independent of shape and texture memory, and seems to 
depend on the type of stimulus to be remembered (verbal or pictorial, natural 
or made-up object, etc). Memory for colours is reviewed in more detail by 
Davidoff (1987).

5.2.4 H ow  m any co lours  to use? In conclusion, the maximum number of 
colours that should be used in a display seems to depend on the task. If the 
task requires a non-redundant colour code to be employed then the number 
of colours used should not be more than the eleven familiar colour 
categories, plus one or two other easily identifiable ‘qualified’ colour codes 
such as ‘Royal blue’ or ‘Sky blue’. The identification and use of colours is 
always helped by a reference scale, and where possible such a scale should be 
displayed.

If the display is cluttered, ie it has many codes and types of information, 
then fewer colours should be used. Long (1984) recommends up to a 
maximum of eleven colours with a low density (ie. uncluttered) display, a 
maximum of seven for medium density (around 45 items), and as few as five 
colours on a very dense display.

If the task is to identify relative changes along a scale, and the actual colours 
will not be used without a reference scale, then 1000 different colours may be 
used on a display. If the task involves the representation of a natural scene, 
for example when looking at photo-fit pictures or digitised images of houses 
(an estage agent’s database?), then as many colours can be used as are in the 
actual images.
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6 Environmental factors in using colour in displays

6.1 Health a n d  co lo u r d isplays

Matthews (1987) reported poorer reading performance, higher ratings of 
discomfort and higher incidence of reported symptoms of discomfort from 
people using combinations of colours from the extremes of the spectrum (red, 
blue), rather than the middle of the spectrum or white. However, this 
experiment did not adequately control for brightness contrast, and the 
results might well be due to the lack of brightness contrast rather than that 
the colours were from opposite ends of the spectrum.

Lovasik, Matthews and Kergoat (1989), in a better controlled experiment, 
found that when subjects performed three 4-hour search tasks using a colour 
monitor with different colour combinations no differences in visual discom­
fort occurred, although colour combinations did lead to differences in search 
time.

6.2 L igh ting

Ostberg (1975) referrring to negative information presentations and low 
resolution displays recommends that environmental illuminations should 
not be over 150 lux in order to minimize glare. However, in order to see 
papers clearly it is important to have brighter illumination. Consequently the 
lighting levels recommended by the lighting industry for use with CRTs is a 
compromise of 300 500 lux (see also section 4.3). Bright illumination also 
serves to desaturate colours on a display, therefore possibly changing the 
intended meaning of colour codes or scales, and imparting a ‘washed out’ 
appearance to the colours.

7 Subjective factors and aesthetics in colour displays

One of the most difficult topics to deal with when assigning colours to 
displays is that of colour aesthetics. Despite sensible and scientific applica­
tion of colour guidelines the displays may still be poor or even unusable 
without a proper understanding of what makes a display attractive, accept­
able and pleasant to use as well as being useful.

7.1 C o lour preferences

It has been observed that when a choice is given computer users prefer colour 
displays over monochrome (Tullis, 1981). This is, at least in part, due to the 
aesthetic appeal of colour which can be used to improve user satisfaction in 
what might otherwise be a boring or repetitive task (Hopkin, 1977). People 
may feel more secure when using colour CRTs, and rate their task as easier. 
This can occur even when performance itself is not improved (Jeffrey and 
Beck, 1972) or is even degraded (Hopkin, 1983), compared with mono­
chrome displays.
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In one study, subjects trained on flight deck displays incorrectly believed that 
colour improved their ability to detect details, even though it had no such 
effect (Witt and Strongman, 1983). If users believe that colour displays will 
ease their workload, they may (given that people tend to work a set amount 
within a certain time) relax and complete less work, as they think they are 
being more effective in their job.

Colour has been found to improve acceptance of a new system within an 
organisation (Knapp, Franklin and Gellman, 1982), and of the colours used 
in a study of colour codes, computer operators preferred blue-green colours, 
even though performance with these same colours was not generally 
improved (Jones, 1962).

Vickerstaff and Woolvin (1950) found that the legibility of colour text/back- 
ground combinations was improved by attractive combinations. Tinker 
(1969) also found that preferred colour combinations were correlated with 
higher reading speeds. However, in studies of colour preference it must 
always be remembered that often people realise how well they perform in a 
task, and when asked afterwards which colour they preferred may well pick 
the colour they felt they had performed best with.

7.2 Human response to colour

Many people believe that colours can have an effect on how people act and 
feel (Birren, 1983, Bellizzi, Crowley and Hasty, 1983). Display designers may 
be tempted to design colour displays in the same way in which walls are 
painted different colours, but often this advice is based on subjective feelings, 
and not on research data. For example the artist De Grandis (1986) gives 
advice on what colours to paint walls of different types of hospital, and 
recommends for within operating theatres that the most widely used 
colour (should be) green -  both for the walls and for the surgeons gown -  
because the surgeon’s eye, strained by the red of the patients blood, finds this 
restful.” (p 102)! In a survey of the literature, Davidoff(1987) makes the point 
that no experimentally sound study exists to support the generally held 
opinion that hue can actually make a person feel warmer or colder, or 
happier or sadder, but that many studies exist which refute these claims. 
However, luminance has been found to exert some influence on people’s 
feelings about coloured objects, and there is some evidence to show that 
saturation may also have an effect (Kunishima and Yanase 1985). According 
to De Grandis (1986) to produce a perceived harmonic relationship between 
highly saturated colours so that the luminance of one does not dominate, one 
should vary the surface area of colours in inverse proportion to their 
brightness at the same luminance.

People often have a ‘favourite’ colour, and this may be important for 
determining the preference of isolated colours in displays, but in one study 
where subjects were asked to rate how much they liked a car, hue was found 
to have no effect on preference (Saito, 1983).
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One thing that may be concluded from people’s colour preferences and their 
likely effects on performance is that whatever occurs will be complex and 
related to isolated colour preference, the object or display context, culture, 
fashion and to how people feel at the time.

7.3 The semantics o f colours

Meanings and stereotypes ascribed to colours should not be overlooked 
when designing a display. For example, a misleading impression may be 
gained if a section of text is misconstrued as denoting ‘danger’ instead of its 
real meaning such as ‘on’. Table 3 shows the most popular colours associated 
with a selection of concepts given to American college students. Ehlers (1983) 
reported that users of a videotext system showed frustration when common 
colour conventions of this sort were not observed.

Table 3 Colour stereotypes of American college students (Bergum and Bergum, 1981).

Concept Colour Response (%)

stop red 100
go green 99
cold blue 96
hot red 94
danger red 89
caution yellow 81
safe green 61
on red 51
off blue 31

8 Guidelines for the effective use of colour and colour coding in 
displays

Tufte (1989) recommends using colour conservatively, and following exam­
ples of good colour use such as the “cartographic excellence” to be found in 
many maps. The use of natural colours or colours found in nature is also 
recommended for screens, with local emphasis using more saturated or 
brighter colours acceptable if used in moderation. Colour can also provide 
aesthetic, pleasant displays when used with thought and care. This section 
summarises the work described in this series of two papers, and our 
experiences in designing colour displays.

The following guidelines are in the order in which they appear in the papers, 
the paper (I or II) and section (eg 2.4.1) are also given for reference.

8.1 Physiology, physics and perception guidelines

1 Care must be take when assigning colours to a display that the 
environment in which they were designed will be similar to that in which 
it will appear, as illumination and monitor differences can make the 
colours look completely different. (I, 2.2.1; I, 4.1)
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2 8% of males and 1% of females in the west have some type of colour 
defective vision. The major effects of this can be overcome by maintaining 
large luminance differences between colours which are likely to be 
confused (especially reds, greens and browns). (I, 2.3)

3 Colours produced on a CRT are additive. This implies that a secondary 
colour such as cyan is likely to be brighter than its constituent primaries 
of blue and green. Brightness is an extremely important perceptual 
dimension when colours are coded in hue as well as lightness. (I, 3.3)

4 A perceptual space should be used to choose colours where possible, the 
next best is a device-dependent pseudo-perceptual space, eg HLS, then RGB 
gun values, then arbitrary assignment of colours to values (I, 3.4.1; I, 4.3)

5 The use of highly saturated colours from opposite sides of the colour 
circle can result in a number of visual and perceptual illusions, such as the 
fluttering hearts and chromatic aberration effects. In addition, such 
colours will induce colour shifts, eg. a foreground colour will be perceived 
as having moved towards the complementary colour of the background. 
Highly saturated colours should therefore be avoided unless they are 
inherent in the coding dimension. (I, 5.0)

6 As we age our colour discrimination abilities become less good, especially 
affected are yellow discriminations. Care should also be taken when 
designing displays for users who are likely to suffer from colour deficien­
cies due to illness or disability. (I, 5.2.5)

8.2 Coding, cogn ition  a n d  com prehension  gu ide lines

1 In tasks requiring rapid search of a display, colour is generally superior 
to many other forms of coding, but with identification tasks colour has a 
smaller advantage. (II, 4.1.1)

2 The more similar the colour of targets, and of targets to non-targets in a 
display, the longer search tasks will take. (II, 4.1.2)

3 In legibility tasks the relative lightness of foreground and background 
colours is more important than differences in hue and saturation. (II, 4.2).

4 The greater the density of the display, in terms of number of codes and 
items of information, the fewer the number of colours that can be used 
without performance decrements. (II, 5.2.1)

5 If colours are to be absolutely identified no more than 10 graduations 
should be used in a quantitative coding scale, and only 6-7 if a reference 
scale is absent. If only relative judgements are to made, then many more 
graduations may be used. (II, 5.2.1) 6

6 People use only a limited number of basic colour names to describe and 
to remember colours in general. Only colours corresponding to the basic 
colour categories should be used, especially with untrained subjects, in 
order to optimise performance. (II, 5.2.2)
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7 The range (gamut) of colours that may be perceived is determined by 
both the display system and the ambient lighting. High ambient lighting 
will desaturate colours and make them less discriminable, thus reducing 
the gamut of useable colours. (II, 6.2)

8 Beware that colours may imply a particular interpretation due to the use 
of colour coding in other contexts. The use of a colour in a display should 
avoid being contrary to its broader interpretation. This interpretation is 
not always portable across different cultures. (II, 7.3)

8.3 Discussion o f the use of guidelines

These guidelines are deliberately not specific, unlike those given in many 
earlier studies which tended to make broad assumptions such as that: only 
highly saturated colours would be available, the background would be black 
or ambient lighting absent. There is no realistic reason for these assumptions 
to be true. The above guidelines are therefore based upon more general 
findings about the underlying processes of physics, physiology, perception, 
cognition and comprehension, which in turn should mean that they are more 
widely applicable.

Notwithstanding the theoretical and experimental basis underlying these 
guidelines, they should not be followed and interpreted blindly. There will be 
times when they will interact, and then a judgement on priority will have to 
be made (based, it is suggested, on an understanding of the task). The final 
arbiter of the success or failure of a display is the end user, and guidelines 
cannot supplant him or her. They may however help tremendously in 
reducing gross errors in designing an initial version of a display.

Guidelines are for guidance, and should not be thought of as legally binding, 
or written in stone!

9 Conclusions

This paper, together with its predecessor published in the previous edition of 
this journal, has been written as an introduction to the effective use of colour 
in CRT displays. Only three years ago the typical business display possessed 
only 8 colours and low spatial resolution. Since that time very high 
resolution systems have become commonplace, many with the ability to 
select from a palette of thousands of colours. This has meant that a designer 
has to be provided with a different style of information and assistance from 
the early, quite rigid and dogmatic guidelines. Because there is considerably 
more control over the display, it is important for the designer to understand 
the underlying processes so that they may be applied in the literally infinite 
number of possible displays that might be designed. It is hoped that these 
papers will provide part of that assistance.

It may be of interest to speculate on the next generation of assistance. We 
ourselves believe that it is likely to be on-line, in the form of multi-layer,
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context sensitive help and assistance, with the ability for the designer either 
to apply colour to a display and get comments on it, or alternatively to get 
the system to make an initial suggestion. Such a system would be sophisti­
cated, but not intelligent. It would also possess the ability to guide the user 
through colours and colour spaces, to show in real time coloured displays 
and permit the user to alter on-display colouring and see the effect of such 
changes.

Until this time the best advice we can offer is to design your displays with the 
user, the task and the environment in which they will interact firmly in mind. 
This is the key to the successful design of any interface.

Appendix A: Glossary

Absolute judgement

Categorisation

Conspicuity
Detection

Discrimination

Hue scale

Identification 

Lightness scale

Non-target 

Qualitative coding 

Quantitative coding 

Recognition 

Redundant coding

Relative judgement 

Saturation scale

Search task 
Target

Task

A task where the user has to decide upon the value represented by a 
colour without the context of other colours.
The assignment of a code to a class or category based on the attributes of 
the code.
The property of a stimulus which makes it stand out from other stimuli. 
A task which requires the user to say when and/or whether a stimulus has 
appeared on a display.
The telling apart of two codes by their physical differences along some 
dimensions.
A quantitative scale of colours, which is associated with a change in hue, 
usually from a reference hue, around a hue circle and back again, for a 
colour of a given lightness and saturation.
Linking a code with meaning, whether by using reference scales or by 
remembering the values.
A quantitative scale of colours, which is associated with a change in 
lightness, usually from black to the white for a colour of a given hue and 
saturation.
Objects on a display which are not targets, which are not associated with 
a task.
Coding information by differences in type, eg coding a column of credits 
black, and a column of debits red.
Coding information by differences in degree, eg a brain scan, showing 
temperature by colour.
Identification of a stimulus code after being presented with it, rather than 
before it is presented.
The use of colour to code information that can be gleaned from another 
code set. Eg the London underground map is spatially as well as colour 
coded.
A task where the user interpolates between two colours of known 
physical and numerical value.
A quantitative scale of colours, which is associated with a change in 
saturation, usually from grey to the most vivid example for a colour of a 
given hue and lightness.
The scanning of a display until the object sought is found.
Usually an object on a display, which must be discriminated or identified 
by the user.
Something that has to be done or an act to be accomplished.
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Eye Movements, for A Bidirectional 
Human Interface

Richard Epworth
Technology Strategy Manager, STC Technology Ltd., 

London Road, Harlow. Essex CM17 9NA, UK

Abstract

When we look at a screen, we are unaware of precisely where our 
eyes are looking, yet our eye movements contain valuable informa­
tion. An optoelectronic system which monitors our eye movements, 
may be used to communicate with a machine. Items on a screen may 
be selected simply by looking at them, and actions initiated by 
deliberate eye movements. Such a system can also be aware of our 
interests and difficulties, and may respond to our needs, even those 
of which we are unaware. This paper describes the techniques of eye 
movement measurement, possible applications of this information, 
and several practical demonstrations of an eye-controlled interface.

1 Introduction

Human computer communication is far less intimate than a meeting between 
two human beings, where eye movements, facial expressions and body 
language communicate a considerable amount of the information. As a 
greater percentage of the population becomes involved in the use of 
computers, it is natural to expect the manner of controlling computers to 
move away from the programming model and closer to the perceptual 
process we use to accomplish our goals in the physical world [Krueger et al, 
1985], A more intimate relationship with computers should bring a greater 
awareness of our real needs. The use of eye movement information is a step 
towards a closer relationship.

This paper will explain the meaning of eye movements and describe 
techniques for their measurement. The range of applications of eye move­
ment controlled technology will be presented, and finally details will be given 
of several practical demonstrations.

2 The Human Eye, its capabilities and limitations

2.1 The Physio logy o f  the Eye

The human visual system is very complex. For the purposes of this paper 
it is necessary to describe a little of the physiology of the eye. Those
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who wish greater detail, are recommended to read “Eye and Brain” by 
Richard Gregory [1966]. The eyeball is approximately spherical, and is 
rotated within its bearing socket by means of a number of muscles. 
An optical system images the external view onto the retina which is a 
dense matrix of light sensitive cells, inside the back of the eyeball (Fig. 1). The 
dominant imaging component is the bulge in the front surface of the 
eye, the cornea. The lens within the eye provides some additional focusing 
which is controllable, enabling the eye to focus on objects at different 
distances.

Eyes free to  rotate

Fig. 1 The human eye. Note, that only that small part of the image which falls on the Fovea, 
can be seen with high resolution. The rest is “blurred”

Whilst it is attractive to imagine the eye as a sort of camera, this is not an 
appropriate analogy. Firstly it begs the question “What looks at the 
picture?”. Secondly, the eye is in effect an extension of the surface of the 
brain, and much signal processing occurs within the back of the retina itself, 
in groups of cells optimised for specific purposes, such as moving edge 
detection. The image we see of reality is a software simulation updated by 
features sensed by our eyes.

2.2 The Resolution (Visual Acuity) o f the Eye

The human eye has very high resolution, about one minute of arc, close to 
the diffraction limit for the size of the optics used. However the eye does not 
provide high resolution over a wide field of view simultaneously. Central 
vision is used for the acquisition of fine detail. Only coarse detail is 
discernible away from the central region (see 4.3.1.1 and [Yager and Davis, 
1987]), and peripheral vision is used largely for motion detection. We achieve 
high resolution perception by sequentially moving the small central high 
resolution view of the eye, over the scene of interest.
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2.3 Fovea Fixations and Point-of-Gaze

The fovea is the small, roughly disc shaped area on the retina, which 
provides the highest visual acuity. It is located close to the central optic axis 
(the line through the centre of the eye, lens and cornea). The diameter of the 
fovea corresponds to about 1 degree visual angle. In other words if a person 
looks at a disc whose diameter subtends one degree visual angle, the image of 
the disc that is focused on the retina will cover an area about equal to that of 
the fovea. The word is sometimes used as a verb, to “foveate” meaning to 
position the eyes so that the image of a certain target or element of the visual 
scene falls on the fovea. To “fixate” a point in the visual field, implies 
foveation of that point. In this paper, when we talk about the “point of 
fixation” or “point-of-gaze” we are indicating the part of the scene being 
imaged on the fovea.

2.4 The Blind Spot

The normal eye has a region which has no response to light, known as the 
“blind spot”. This is where all the connections are made to the eye, i.e. where 
the blood supply enters and leaves, and where the optic nerve leaves the eye, 
carrying the visual information to the brain. What is intriguing about the 
blind spot is that we do not normally know it is there, we are blind to its 
blindness. It is not perceived as a hole in the visual field, but instead appears 
to be filled with a stimulus similar to whatever surrounds it. Blind spots 
caused by damage or disease also fill-in in this way. The blind spots are offset 
horizontally from our centre of vision by about 15 degrees. The blind spots of 
left and right eyes are displaced to the left and right sides of our centre of 
vision respectively, so that the image from one eye provides details of the 
image missing from the other. However, the fact that we are ignorant of our 
loss of information when using one eye alone suggests that vision (and in fact 
all our perception) is in effect an ongoing simulation of reality, which is 
continually updated by our senses. In Reference 2, Gregory writes: “The 
large brains of mammals, and particularly humans, allow past experience 
and anticipation of the future to play a part in augmenting sensory 
information, so that we do not perceive the world merely from the sensory 
information available at any given time ...”. In other words, what we are 
familiar with, influences what we actually see.

3 Eye Movements

3.1 Point-of-Gaze as an Indicator of Point o f Attention

When performing a visual task, the point-of-gaze is a reliable indicator of 
where our attention lies, especially when the task involves resolving some 
visual detail. It has been shown that, in the absence of peripheral stimulation, 
it is not possible to make an eye movement without making a corresponding 
shift in the focus of attention [Shepherd et al, 1986]. Conversely however, it 
is possible to shift one’s attention without making an eye movement, for
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example one might start thinking about something else while staring at a 
word in this piece of text. To summarise, an eye movement usually indicates 
a shift of attention to that new location.

3.2 Types o f Eye M ovements

Because of the intimate connection between eye and brain, the study of eye 
movements is now providing a unique insight into human information 
processing [Groner et al]. There are two distinct types of eye movements, 
first a jerky motion jumping from one fixed pointing direction to another, 
and second a smooth tracking motion [Yarbus, 1967], [Carpenter, 1989]. 
These may occur independently or simultaneously, and perform very 
different functions. In addition, eye movements when reading text are highly 
distinctive.

3.2.1 F ixations a n d  Saccades During normal scanning of a visual scene, 
eye movement is characterised by a series of stops and very rapid jumps 
between stopping points. These stops, which normally last at least 100 
milliseconds, are called “fixations”, and it is during these fixations that most 
visual information is acquired and processed. The rapid jumps or flicks 
between fixation points are called “saccades”. Saccades are conjugate eye 
movements (both eyes move together) that can range from 1 to 50 degrees 
visual angle. They generally have durations from 30 to 120 milliseconds, and 
achieve angular velocities as high as 600 degrees per second [Carpenter, 
1989]. Very little visual information is acquired during saccades, mainly due 
to blurring caused by the fast motion of the image across the retina, and 
because the brain partially suppresses information just prior to and during a 
saccade. When our gaze is attracted to a new spatial location, our gaze jumps 
towards the new location, but typically undershoots by about 10%, followed 
by a second or even third corrective saccade (see Fig. 2). Each of these jumps 
takes time, and delays the moment when any high resolution detail from the 
scene can be perceived. This highlights the need to reduce the number of 
events which cause eye movements if the speed of performing a task is 
important.

This jerky motion of the eye can be felt by placing ones fingers on the closed 
lid of one eye, whilst looking around with the other. Except for unusual 
mental states such as unconsciousness, the eyes are rarely completely still for 
more than a few moments. When we are thinking, we do fixate for quite long 
periods, but even then the eyes are not completely still. The eye exhibits 
“micro-saccades”, tremor and drift, all of which maintain the image in 
motion on the retina. This motion is necessary for image perception, for if the 
image is perfectly stabilised on the retina, it will fade totally within a few 
seconds [Tulunay-Keesey, 1982], It is possible to observe this fading, by 
staring fixedly at a scene which contains only low spatial frequencies.

The reason for this surprising fact can be traced to our evolutionary past. 
Early creatures used their eyes simply as motion sensors, they lacked the
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Time seconds

Fig. 2 Plot of the eye pointing direction versus time, when a target suddenly jumps 10 
degrees to the right.

This clearly illustrates the abrupt jumps (or Saccades) between Fixations. Note that 
it is 0.2 of a second before anything happens, and more than 0.4 seconds before the 
point-of-gaze fina lly fa lls on the target. The subject however, thinks he has 
responded “ instantly”

computing hardware to perform any more sophisticated image processing 
such as object recognition. They kept their eyes still with respect to the 
surroundings, and the sensitive cells in their eyes rapidly adapted to 
whatever light fell on them. Cells would then only be triggered if part of the 
scene were moving, alerting them to pounce or run in the direction 
determined by the particular cells triggered.

Many higher creatures still stabilise their head and eyes when specifically 
looking for movement, to suppress all the stationary part of the image (e.g. 
chickens looking for worms, kestrels looking for mice). We are generally 
above that sort of thing, and are capable of sophisticated image processing; 
however we still have light sensitive cells which have no DC response. The 
solution is to “chop” the signal to get it to fall within the passband of our 
eyes, and we do this by moving our eyes, well before the image fades. 
However, we are not normally conscious of this strategy.

3.2.2 Sm ooth Pursu it The eye can smoothly track targets that are moving 
in the range of 1 to 30 degrees a second. These conjugate slow tracking eye
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movements are usually called “smooth pursuit” and their function is partially 
to stabilise slowly moving features of interest, onto the retina. This is 
necessary if we are to extract high resolution detail from a moving image. 
These slow smooth eye movements cannot in general be executed without a 
slowly moving target. We do however possess another mechanism which 
compensates for movements of the head. Inertial information from the 
balance organs in the inner ear is used to provide an equal and opposite 
rotation of the eyes when the head rotates, to ensure that the eye tracks the 
image even when the head is not stationary7. A consequence of this is that we 
can also produce slow pursuit eye movements by gazing at a fixed object and 
turning our head.

3.3 Eye M ovem ents D uring  Reading

Though normal eye movements are not taught, the act of reading is unique, 
in that it requires a specific eye movement strategy to be trained. Except for 
very short words, or those anticipated by context, words can only be read by 
fixating the point-of-gaze upon them [Rayner, 1983, McConkie, 1983, 
O’Regan, 1987], When reading at a reasonable speed, the eyes must make a 
sequence of saccades, most of which are towards the text that is as yet 
unread. A smaller number of saccades, called “regressions”, move the eyes 
backwards towards a location that was passed earlier in the course of 
reading. Early readers train their eye movements, usually by following a 
finger which points at the words in sequence. This provides a target to direct 
the next saccade. With practice, these directed eye movements become 
programmed in the brain, and the pointing finger is no longer required.

When reading multi-line text, the eyes make a large saccade to the left and 
down slightly, to the start of the new line. More often than not, this saccade 
undershoots, and an additional correction saccade is required to locate the 
point-of-gaze on the first word of the next line. This is in part a consequence 
of the poor resolution of the eye off-axis. We cannot accurately predict what 
size a large saccade should be, because we have no accurate detail about the 
target until the point-of-gaze gets near to it.

Reading aloud is a slow process limited by the speed of speech, and almost 
every word is fixated in turn. In contrast, normal reading is for comprehen­
sion, not for translation into speech. Reading speed is vitally important and 
surprising strategies are employed. On average there is one fixation per 
word, however only 60% of the words are fixated, the rest, often short words 
like “the” are not fixated at all. This accounts for errors in proof reading 
short words. In addition, short function words such as “and” and “for”, are 
skipped more often than short content words such as “ate” and “fog” 
[Hogaboam, 1981].

Long words, of ten or more characters in length, receive on average two 
fixations per word. Inexperienced readers make more fixations and regres­
sions than fast readers. The fixation durations are about 250 milliseconds on
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average, and show little reduction with increased reading speed. Fast, and so 
called “speed” reading are accomplished by fixating fewer words, not by 
spending significantly shorter time per word. The fact that the reader can 
“understand” the text, despite acquiring such a small fraction of the image, is 
a consequence of the high redundancy in language. To be understandable, 
text must conform to the rules of spatial structure, sensibility, spelling, and 
context. The rules, known to both writer and reader in advance, reduce 
uncertainty, making messages partially predictable.

The understanding of reading behaviour is a new science, the study of which 
is providing valuable insight into the architecture of the brain. There is much 
debate over the influence which words not being fixated have on the reading 
process, and to what extent the mental processing of a word is completed 
prior to the next saccade [Rayner et al, 1987]. There are however measurable 
factors which can be correlated with reading and comprehension difficulties. 
Multiple fixations and regressions are frequently a sign of reading difficulty. 
Multiple fixations and unusually long fixations occur on words which are 
misspelt, less contextually predictable, or unfamiliar [McConkie, 1983, 
Rayner et al, 1987],

3.4 Are we aware o f our eye movements?

We do not need to be taught how to fixate, make saccades or slow pursuit 
eye movements, and many who read this paper may previously have been 
unaware of the very nature of their own eye movements. When we perceive 
our world, our eye movements secretly assist in acquiring data on the 
reflectance and spectral properties of key features in our surroundings.

We are also unaware of many of the limitations of our senses, these include 
the poor resolution away from the centre of vision, the long delay times in 
responding to visual stimuli, and the blind spot. Presumably, it has been of 
little evolutionary value to be distracted by knowledge of those limitations 
which cannot readily be overcome. The processing speed associated with 
vision, has been at a premium for ensuring our survival. Many of the 
programs are “hard-wired” to ensure the minimum latency (delay).

Note that in everyday life, we very rarely use eye movements for sending 
information, apart from the occasional raising of the eyes as a sign of 
exasperation, or looking away in avoidance of eye contact.

4 Applications of Eye Movement Information

4.1 Eye Movements as a Measurement Tool

4.1.1 Medical Simple eye movement measurement systems, have been 
used quite widely in the medical field for investigating visual impairments 
and reading difficulties. Until recently, their use for non medical purposes 
has been comparatively minor.
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4.1.2 H um an factors

4.1.2.1 Sports Eye movement analysis has provided a new insight into 
sports training. For example, it has revealed that in fast ball games, good 
players do not keep their “eye on the ball”, contrary to advice by their 
coaches. Instead of tracking the ball, they take a few “snapshot” fixations, 
which enable them to regularly update their predictive model of the ball’s 
trajectory.

4.1.2.2 U sability In order to develop new software and hardware systems 
which are easy to use, it is important to be able to measure their “usability”. 
In a present day usability evaluation laboratory, video recordings are made 
of the subject, display, keyboard etc., and keystrokes and mouse movements 
are recorded, all for subsequent analysis. This provides a record of what the 
subject is doing physically, but one would really like to know where the 
subject’s attention is located.

During a typical trial, there are significant periods of time when nothing 
appears to be happening, when there are no body movements or keystrokes. 
During these times it is vital to know whether the subject is simply 
daydreaming or whether they are struggling with the system. One would 
ideally like to know where their attention is focused. The subject can be 
asked to give a verbal commentary, but speaking interferes with the thinking 
processes, and is subject to significant delay errors.

There is no record of the point-of-gaze to provide an indication of the point 
of attention. With appropriately positioned cameras it is possible to judge 
which quadrant of the screen the subject is looking at, but only if head 
movements rarely occur. However the video image of the subject’s face does 
not provide sufficient resolution to show what the eyes are looking at.

4.1.2.3 A pp lica tion  to usab ility  m easurem ent Point of gaze measurement 
systems are increasingly being used for the study and evaluation of human 
factors [Grat, 1987], This information may be used at two levels:
i) Simply as an indicator of the location of the subjects attention.
ii) From analysis of the sequence of the fixations and their durations, one 

may make detailed inferences about the mental processes taking place.

Eye movement measurements can provide a strong indication of which 
mental processes are taking place. Eye movements during reading are 
distinctly different from other eye movements, such as searching or staring 
vacantly (thinking?). Thinking produces long fixations, therefore we can 
discriminate thinking from reading.

Point-of-gaze measurement provides a technique for following the moment 
by moment processing of visual information during a task. In tasks where the 
acquisition of visual information is associated with the spatial arrangement
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of the environment (for example a vdu display, reference manual layout or 
position of control knobs) eye movement data should be able to contribute 
to the assessment of the usability of the system.

The following measurements would be of particular interest: the spatial 
distribution of fixations over the visual field, the sequence of fixation points, 
the interval between fixations on the same point of interest in space, the 
number of fixations required to carry out a particular task, the fixation times 
etc.

The number of fixations over a given time can be used as a global index of the 
information acquisition function of a task; the relative frequency of fixations 
to different points in the visual field, can indicate which sources the subject 
finds most important. They should provide a powerful tool for understand­
ing difficulties in searching for items on the screen. One indication would be a 
return of the point-of-gaze to previously fixated items, without having made 
a keystroke. For example one could determine what is the problem when the 
subject is looking at a screen full of pulldown menus, but not making 
keystrokes or any other conventionally observable action. Vertical saccades 
within a vertical menu list can be distinguished from horizontal saccades 
between menus.

We are largely unaware of our visual strategy. Many of the perceptual 
limitations associated with eye movements conflict with the common sense 
view. We need to develop an understanding of eye movements associated with 
screen text, windows, icons, and documentation as this will enable the 
performance of future HCI systems to be improved [Findlay, J. M. et al 1988],

4.1.2.4 Is a H ead M ounted  System Suitable?  There are several practical 
problems in using eye movement information for usability evaluation. 
Anything which impedes the subject or obstructs their field of view may 
interfere with their natural behaviour and be less acceptable. The cheaper 
presently available spectacle mounted systems are rather cumbersome; 
however, the remote point-of-gaze measuring systems are considerably more 
complex and expensive.

Ideally one requires a record of the absolute point-of-gaze versus time; 
however this in general precludes the use of a simple head referenced 
measurement system. The exceptions are when used with the head mounted 
display shown in Fig. 3 and described later, or with correction from a head 
movement sensor. It is possible, however, that a simple record of the time, 
orientation and magnitude of the saccades (and not the absolute point-of- 
gaze), may be sufficient to discriminate between different visual activities.

4.2 Eye M ovements fo r a Real Time Interface

If a computer with a visual display unit, is interfaced to a fast real-time point- 
of-gaze monitor, some exciting possibilities arise.
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Fig. 3 The “ Private Eye” , a m iniature headband mounted display, which produces a 
virtual 12 inch image, located 2 feet in front of the wearer. It should be ideal for eye 
movement controlled applications, such as hands-free Expert systems

4.2.1 Eye Movements for Deliberate Selection Items on a screen can be 
selected simply by looking at them. Eye movement controlled technology 
could be used to increase usability in applications like form filling, where 
data is typed in at various tabbed locations. By using an eye-controlled 
cursor, the operator would simply have to look at the appropriate box, and 
start typing.

4.2.1.1 The Eye is Faster than a Mouse Input devices such as the Tracker- 
ball and the Mouse are proliferating. If we consider how they are used, we 
realise that they only go where the eye has gone before.

A typical sequence of actions is:
(i) Look at the point on the screen we wish to move to.
(ii) Look at the present cursor position.
(iii) By a sequence of successive iterations involving both eye and hand 

movement, bring the cursor to the point on the screen we originally 
looked at.

(iv) Press a button.

Clearly it is much simpler and faster if we only need to perform the first and 
last action.
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In Ware et al, 1987, a commercial remote point-of-gaze monitor was 
evaluated as a device for computer input. They found that the time to 
make menu selections was only two thirds of the time required when using a 
mouse.

While the maximum resolution of the eye is approximately 1 minute of arc, 
typically we can only reliably fixate our gaze upon a target to within about 
one quarter of a degree; the eye unconsciously scans around the object being 
looked at. This would set a limit to the number of degrees of freedom that 
can be addressed by the eyes; it would however be quite adequate for many 
applications [Levine, 1984], Much greater accuracy can be achieved by using 
the point-of-gaze of the eyes to control the position of a visible cursor or 
pointer on the screen, which has a damped response. However, this will be 
much slower, as it is an iterative process.

In some applications, selection by eye movement may be much more 
convenient than using a keyboard. People performing physical tasks which 
require manual skills or hygiene, e.g. aircraft service engineers or hospital 
surgeons, may wish to access a computer or a database. Conventionally they 
must either interrupt their task or use speech as an interface. Eye movement 
controlled selection would be much faster, as it is less ambiguous than speech 
recognition except for situations with a very limited vocabulary.

However initiation by speech (“Yes”, “No” etc.), as opposed to selection, 
might still be appropriate [Glenn, 1986].

4.2.2 Unconscious Input via Eye Movements We need not be directly 
conscious of the information available to an eye monitor. As a simple 
example, a point-of-gaze measuring system can know which sections of the 
displayed text have been read, and more specifically which words have been 
read. This information is very valuable for proof reading. Words not yet 
fixated upon could be highlighted to draw attention to them. It can also 
know what part of the screen image we are interested in6, if any, and respond 
to that.

4.2.2.1 Responding to Interests and Difficulties An intelligent eye move­
ment monitor system can deduce our interests and difficulties, by watching 
the trajectory of our point-of-gaze. It can therefore respond to our needs, 
even those of which we are unaware. One example might be a specially 
equipped bank cash dispenser which, following the cash transaction, could 
present a list of topics of possible further interest, e.g. cheap loans. Even if the 
customer did not respond by pressing a key, the system would be able to 
present a sublist matched to the customer’s interests.

When reading text, the fixation time on each word, and the occurrence of 
regressive saccades to an earlier point in the text, provide a measure of the 
degree of difficulty that the subject is experiencing [Rayner et al, 1987]. Long 
fixation durations on particular words in a text display can be correlated
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with comprehension difficulties. A computer armed with this knowledge 
could become powerfully responsive to the needs of both the user and the 
task. When a “difficult” word is identified, a dictionary or encyclopedia 
database could be accessed, to provide a simpler but extended description of 
the word. This could be presented to the user as education, or transparently 
replace the difficult word in the text. Similarly, difficulties in interpreting the 
sentence structure could be recognised. So help could be provided whenever 
assistance seemed to be required, not just when it was specifically requested.

Similarly, software utilising this information could continually adapt menu 
structures etc., to suit the level of knowledge, skill, experience and fatigue of 
the operator, in a much more transparent way than is achieved convention­
ally. It could ensure that the task is challenging and not tedious. This, after 
all, is what an understanding human communicator would have done, with 
sufficient time to spare!

4.2.3 Eye M ovem ent In itia ted  C om m ands Given that selection is per­
formed by eye, initiation can be achieved by a variety of means. The simplest 
is by pressing a button, other possibilities include speech, by blowing (as used 
in the Possum system for the handicapped), or as will be discussed here, by 
deliberate eye movements.

The benefit of both selection and initiation by eye is that the eyes then 
become a complete bi-directional human interface. They receive information 
from the display screen, and control the system via eye movements related to 
the displayed image.

Though selection by eye is a natural act, being almost synonymous with 
giving something our close attention, deliberate initiation of an action by eye 
movements is not part of our normal experience. Frequently we are unaware 
of eye movements such as blinks and glances, and so must ensure that the act 
of initiation is unambiguous.

Although most eye movements are involuntary, we can learn some control. 
Reading and gesturing with raised eyes are both examples of this. What is 
needed is one or more simple eye gestures, which are distinguishable from 
normal eye movements. These would be equivalent to pressing a button. A 
complex sequence of deliberate eye movements would overcome the ambigu­
ity problem, but could take too long. Possible solutions [Ware et al, 1987] to 
this are:
(i) The Dwell technique, in which one consciously stares at the item to be 

selected for a minimum duration.
(ii) Use of an on-screen “button”, in which the item is selected by looking at 

it, but the action initiated only if the gaze subsequently moves to a 
patch of screen designated as the “button”.

There is a further problem: if other items are located on the screen between 
the item to be selected and the “button”, the gaze will pass over them and
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some means must be found to prevent their accidental selection. By checking 
that a minimum fixation time is exceeded, we can determine that an item has 
been consciously fixated. This same test can be applied to the “button” also.

4.2.4 Eye Movement Controlled Technology for the Handicapped The 
impact of this technology for the physically handicapped will be enormous. 
They could obviously use such an eye-controlled system provided they have 
the use of their eyes, and the majority of physically handicapped people do 
retain full eye movements. Downing [1985] found that with a limited 
vocabulary of 1000 words, an average of 2T selection steps per word are 
required, and that communication rates of 45 to 50 words per minute should 
be achieved. For severely handicapped users this is a ten to twenty times 
increase in communication speed over that achievable by other means.

There is also the exciting possibility of providing a limited sense of “sight” to 
the blind who still have control of their eye movements. The resulting 
pointing information could direct an optical or acoustic sensor, and the 
information returned to the user, either as an acoustic signal, or to a matrix 
of implanted electrodes.

4.3 Eye Movements for Displays

The author originally developed an interest in eye movement controlled 
technology through considering what would be the technical requirements 
for an electronic display which was indistinguishable from reality.

4.3.1 Eye Movement Synchronised Image Generation (EMSIG)

4.3.7.1 The Limitations o f Images A conventional image generation sys­
tem “broadcasts” its image: the whole image can be seen from all possible 
viewer locations simultaneously, as with a physical object. This has the 
benefit of being multi-user, but results in serious technical limitations in the 
resolution of the display. The human observer perceives the world in far 
greater detail than present day display technology can provide, and over a 
very wide field of view. Our field of view is about 180 degrees horizontally, 
and 100 degrees vertically, without including head movements.

Even High Definition TV provides only a thousandth of the perceptual detail 
which we as humans can observe [Nussbaum, 1987]. Full resolution, full 
field of view, would require operation at several thousand Gigabits per 
second, for the camera, display and transmission path. Consequently visual 
realism is unlikely to be possible for many decades using the conventional 
“broadcast” image approach, which assumes that the resolution of the 
display matches that of the human eye over the full field of view.

However the eye only has high resolution (1 minute of arc) over the central 
20 minutes of arc. Outside this, the minimum resolvable feature size increases 
linearly with eccentricity from the centre of our view [Yager et al, 1987], It is
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therefore evident that our visual perception information capacity is much 
smaller than the vast figure implied above. We achieve high resolution 
perception by sequentially moving the small central high resolution view of 
the eye around the scene to acquire important feature details.

A conventional display is not energy efficient. Even when sitting close to a 
TV screen, less than one part per million of the generated light enters the 
pupils of the viewer’s eyes. Furthermore only a small fraction of that light 
falls on the high resolution region of the retina. This is all as a consequence of 
an approach which imposes negligible restrictions on the number and 
location of viewers. For a single viewer it is highly redundant in both optical 
power and pixels.

4.3.1.2 The EMSIG Technique  The large mismatch between the properties 
of a conventional image and the capabilities of the human eye, suggests a 
radically different approach: Provide the eye/brain only with that part of the 
image which it can perceive.

This approach, which we call Eye Movement Synchronised Image Genera­
tion (EMSIG), requires different image information to be transmitted to each 
observer (and to each eye for 3D). The portion of the scene to be transmitted 
is determined by the pointing direction of the observer’s eye(s) and this 
information must be transmitted from the viewer to the image source to 
control the pointing direction of the camera. Note that multiple viewers 
would require multiple sets of hardware.

It is interesting to note that this technique will be capable of providing far 
greater realism (and sense of depth) than is possible using a hologram. A 
hologram simultaneously “broadcasts” a large number of different images. It 
requires vastly greater information, to project a two-dimensional image to all 
possible viewing positions and directions, than is required by a single 
observer with just one pair of eyes.

The EMSIG technique will enable the pixel and power redundancy to be 
traded in exchange for greater visual realism (or reduced information 
capacity), thus overcoming the fundamental technical barrier which is 
inherent in the conventional method. It has far reaching implications for high 
resolution computer displays, Viewphone, remote inspection in hazardous 
areas, surveillance, simulators, entertainment etc., and ultimately offers 
complete visual realism.

4.3.1.3 H ardw are  R equired fo r  EMSIG
(i) A point-of-gaze monitor.
(ii) A display which tracks the point-of-gaze.

If the display is head mounted, then an additional head orientation sensor is 
required. The miniature head-mounted personal display devices described 
later (see Figure 6), are probably very suitable.
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4.3.1.4 Applications o f EMSIG Consider two different kinds of source 
image material:

4.3.1.4.1 Viewphone Present day approaches to viewphone do not allow 
high quality video without needing prohibitively high capacity, hence 
viewphone is not a very exciting step, as indicated by the slow rate of growth. 
Viewphone is ideally suited to EMSIG for the following reasons:-

Firstly communication is always bi-directional, enabling the control signals 
to be sent to the camera.

Secondly the improvement in definition, together with a perceived field of 
view of 360 degrees, could provide an undreamed of level of realism; true 
stereoscopic vision would also be possible. For the first time, technology 
could provide the experience of “being there”.

The sound of course could also be stereo, sensed in the same orientation as 
the camera, providing the realism associated with “dummy head” recordings, 
plus the ability to explore the acoustic scene by moving the observer’s head 
in the normal way. The orientation of the sensing “head” (camera + mike) 
would track the orientation of the eyes of the remote viewer, however its 
position might also be variable and controlled by the movement of the 
observer’s head. Ultimately the system could control, and experience 
through, a robot which “became” the particular viewphone caller. These 
techniques would also be invaluable for surveillance and use in hazardous 
environments.

4.3.1.4.2 Computer Graphics Its use is also envisaged in any application 
requiring high resolution graphics. For example a complete VLSI chip could 
be displayed with as much or greater resolution than is provided by hard 
copy. Word processing could provide a WYSIWYG (What You See Is What 
You Get) display, on any size “paper”, even full newspaper size.

Whilst EMSIG Viewphone would allow reality to be experienced at a 
distance, EMSIG computer graphics will allow the simulation of any visual 
scene which we can both imagine and compute. The resolution and field of 
view limitations of the display will be overcome, the limitation will then be 
the speed of computation. The enormous power of this technique for real­
time simulation is now being exploited by many of the flying simulator 
manufacturers. Modern combat aircraft like the F16 provide the pilot with 
an almost all-round, unobstructed field of view. To simulate this view 
realistically is a far harder task than for earlier aircraft with restricted field of 
view. The approach being pursued, is to project a low resolution wide-angle 
image, and to patch-in high resolution detail around the point-of-gaze 
[Lewis et al, 1976].

4.3.2 Future Avionics, Displays, and Control by Eye Movements In the 
cockpits of modern aircraft, the many different display devices are being
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replaced by a few electronic displays; however it is now widely believed that 
in the next century, the pilot’s display will replace the cockpit itself. This 
“virtual cockpit environment” is being developed by several avionics compa­
nies in the USA, and through “Cockpit 2000”, a collaborative programme in 
Europe. These programmes are looking at EMSIG techniques which will 
combine physical images from cameras, with computer graphics in a single 
display.

The benefits include:
(i) Integration of data from all types of sensor, onto a single image, e.g. 

infra-red, radar, computed target status, plus visual image from cam­
eras.

(ii) Optimally positioning the pilot to:
A. Endure high G forces, prone position allows tighter turns.
B. Eliminate the weak-point in the airframe resulting from the need 

for a transparent canopy.
The pilot may even be located in another remote stand-off aircraft 
or on the ground.

(iii) Allow unrestricted view, e.g. seeing through the underside of the 
aircraft.

(iv) Ease of reconfigurability.

It is envisaged that eye movements will also be used to operate synthetic 
cockpit switches and for weapons aiming. This avoids the problems of hand 
and arm movements in a high G environment.

These defence applications will accelerate progress in the technology and 
techniques of head mounted displays and eye movement monitors, irrespec­
tive of their use in civil applications.

4.3.3 Gaze C ontro lled  Conference Vision Lastly, consider the application 
of gaze information to conference vision. In a normal group conversation, we 
look at someone to indicate that a statement is addressed to them. In 
conventional conference vision, several individual images from each location 
are patched together to form a group. Now when we talk to anyone in this 
“group”, none of the individuals know which one we are looking at. We 
cannot establish eye contact in the normal sense. A point-of-gaze monitor 
would be able to recognise which person is being looked at, and this 
information could be transmitted to that person. For example, at my 
monitor, the image of whichever individual is addressing me could be 
highlighted.

If sufficient bandwidth were available, more than one image of each member 
of the group could be transmitted, e.g. one slightly to the left, one face on, 
and one slightly to the right. The conference vision system could then 
synthesise a “seating arrangement” in which I would see face of the person 
who is looking at me, while all other members would see that same person 
looking to their left, or to their right.
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5 Point of Gaze Measuring Techniques

5.1 How do We know when We are being looked at?

In group situations, we are usually aware when someone is looking at us. It is 
an important part of human communication to know whether a statement 
such as “how are you today?” is addressed to us or not. We do this by 
observing the orientation of the face and eyes. We see if they are facing us 
directly, we also look for asymmetry in the whites of the eyes, and ellipticity 
of the iris. It is quite surprising what accuracy we do achieve. Some of the 
opto-electronic measurement systems described in this section use similar 
methods.

5.2 Practical Point-of-Gaze Measuring Systems

For most of the ideas proposed in this paper, some means of measuring 
where the subject is looking is required. There is no means of directly 
measuring where the subject’s attention is located, but there are a variety of 
methods of measuring where the eyes are pointing, as described in the very 
comprehensive review by L.R. Young and D. Sheena in Reference [Young et 
al, 1975], Some of these measure the orientation of the eyes with respect to 
the head, whilst others measure their orientation with respect to an external 
frame of reference. Some of these systems are only laboratory research tools, 
whilst others have been widely used for evaluating the eye movements of 
naive subjects.

5.2.1 Measurement Frame of Reference If the objective is to determine 
the point-of-gaze within a displayed image, then the measurements must be 
referenced to that display. Most displays are in a stationary frame of 
reference, (with the exception of some avionics systems and the recently 
announced headband mounted PC display shown in Fig. 3), and most cheap 
eye monitors are head referenced. This problem can be resolved in a 
laboratory environment by keeping the head still, and can be achieved either 
by i) some kind of physical restraint such as a chin rest or a bite board, or ii) 
as in the case of our own experiments, simply by consciously keeping the 
head still during the experiments, together with frequent recalibration of the 
offset error. In some experiments it is convenient to provide a real-time 
indication of where the system thinks the subject is looking. This allows the 
subject to minimise the error, simply by tilting the head.

One easy way to refer head-referenced measurements to the stationary frame 
of reference is to mount a small forward-facing scene camera onto the head. 
The eye monitor signals may then be superimposed onto the video image as 
markers. The advantage of this technique is freedom of movement, the 
wearer can turn through any angle and walk around without interfering with 
the measurement. This approach has been used widely for the study of 
human factors, in situations where the required output is an image with a 
superimposed point-of-gaze marker. It is less attractive where an electronic
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signal is required at the output which tells us precisely where the subject is 
looking.

5.2.2 Calibration of Gain and Linearity None of the systems is perfect; 
high accuracy is achievable only by some initial calibration procedure which 
adjusts the raw data. Furthermore the reflectivity and dimensions of eyes,- 
vary from subject to subject, as does the head shape. Calibration may be 
done manually by adjusting potentiometers, but the procedure is easily 
automated. A mark flashed on the screen attracts the subject’s attention, and 
the system reads the measured point-of-gaze. This sequence is repeated for 
several screen locations, and a correction algorithm derived, which is applied 
to all subsequent point-of-gaze measurements. This may be updated auto­
matically whenever the system knows what the subject is supposed to be 
looking at.

5.2.3 Commonly Used Eye Movement Measuring Systems As one might 
expect, most of the systems measure the eye orientation optically, but there 
are a few non-optical techniques [Young et al, 1975], All the systems 
described are commercially available. Most of these systems have been made 
only in small quantities, so as one would expect, prices are significantly 
higher than the component costs.

A. Limbus tracking system
Most cheap spectacle mounted eye movement monitors are of this type, 
shown in Fig. 4. The Limbus is the boundary between the white of the eye 
and the iris. When the eye rotates in the horizontal plane the amount of white 
exposed on each side changes. The simpler limbus tracking systems flood the 
eye with infra-red and monitor the reflected light on each side of the iris. The 
differential signal is a measure of the angle of the eyeball in the head. Apart 
from the disadvantage of the measurement being head referenced, the major 
problem is how to measure vertical movements, as the upper and lower edges 
of the iris are usually obscured by the upper and lower eyelids respectively. 
For this reason many limbus trackers are sold as horizontal eye movement 
monitors only. Using sensors on both eyes enables the angle of stereopsis to 
be measured. This is a measure of the distance in space at which the two 
images converge.

Fortunately and rather surprisingly, the eyelids track the vertical rotation of 
the eyeball. If the infra-red sensors are adjusted to monitor the boundary 
between the eyelid and the eyeball then vertical eye movements can be 
measured. This is not as accurate as the horizontal measurement, as changes 
in facial expression cause the eyes to “narrow”, i.e. the lids to move. Smiling, 
for example, causes the lower lid to rise and the upper lid to fall. Blinks of 
course interfere with all the optical measuring techniques, but the tiniest 
blink will produce a large error if we are monitoring the upper lid, 
consequently the lower lid is usually used, though smiling affects this one 
more.
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Fig. 4 Spectacle mounted commercial Limbus tracking eye movement monitor. The eyes 
are illuminated by infra-red emitting diodes, and the light reflected from the whites 
of the eyes, adjacent to the iris. Eye movement is sensed by pairs of photodetectors

Horizontal and vertical movements are usually measured on different eyes. 
In normal subjects this is acceptable and it results in less obscuring of the 
field of view by the sensors. It offers reasonable accuracy for horizontal 
measurements and is cheap, so is ideal for measuring reading behaviour. 
Range + & — 15 degrees: accuracy 1 degree horiz., 2 degrees vert: 
referenced to head: cost £2k upwards.

B. Pupil-centre Corneal-reflection system
In this an image of the eye is processed to determine the separation between 
the centre of the pupil and a bright reflection from the cornea, the outer 
surface of the eye [Eizenman, 1984]. Typically a miniature TV camera 
produces an image of the eye, and the system computes the centre of the 
pupil (C), from the pupil-iris boundary. Simultaneously an infra-red light is 
reflected off the cornea to produce a bright “glint in the eye” (G). When the 
eyeball rotates, the relative position of these changes. The pointing angle of 
the eye is computed from the separation and relative orientation of C and G.

This system is one of the few that can provide accurate point-of-gaze signals 
without requiring laboratory conditions. It has been widely used in both 
head mounted and remote configurations. In head mounted configuration 
the measurements are head referenced. The remote system uses tracking 
optics which follow the subjects eye over a limited range of head movements, 
allowing it to be used in informal conditions, such as for evaluating 
advertising material. As a side effect of calculating the centre of the pupil, this 
technique also measures pupil diameter which responds to mental workload 
and emotional response. The cost is from £50k upwards.
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C. Double Purkinje Image (DPI)
This monitors and tracks the reflections from the surface of the cornea, and 
from the lens/aqueous humour interface, using infra-red [Crane et al, 1985]. 
The separation of the two images is proportional to the angular rotation of 
the eye. Servo control is used to track eye rotation by forcing image 
separation to zero. This technique has been refined to produce quite 
remarkable performance as follows:

Generation V (DPI) eyetracker:
Resolution 20 seconds of arc RMS
Tracking bandwidth 500 Hz
Slew rate 2000 degrees/sec, (peak for eye is 700)
Tracking range 20 to 30 degrees

This is the only system which optically tracks the eye, the others simply 
measure the movement of the point-of-gaze or the physical rotation of 
the eye ball. This system is sufficiently fast and accurate to track anything 
the eye can do, and hence is ideal for experiments with image stabilisation; 
however it is difficult to set up and is bulky and expensive. Cost £50k 
upwards.

D. Scleral coil contact lens method.
This senses the eyeball orientation magnetically with reference to an external 
magnetic field, by means of a sensing coil mounted in a special contact lens. 
It provides very high resolution accuracy (1 minute of arc), and is insensitive 
to head movement. Unfortunately it is inconvenient, as the subject is 
required to wear a contact lens connected by wires, and sit with his head in 
the space between a pair of large exciting coils. The signal picked up by the 
coil in the contact lens is a measure of the pointing angle of the eye. As it 
provides high accuracy at low cost, the hardware is available in several 
universities; however it is only suitable for research. Other problems are 
contact lens slip: cost, £lk.

E. Electro-oculography.
The eyeball naturally generates a DC electrical potential from front to back 
due to the difference in the metabolic rate, and this potential is detectable at 
the surface of the head. Electrodes placed on the skin beside the eyes allow 
measurement of the eye position. Drift is a problem when the scene 
brightness changes because this changes the metabolic rate, and hence the 
voltage. The technique is inconvenient as electrode jelly must be used. It does 
however have one major advantage in that blinks do not interfere with the 
readings.

The sensitivity varies from 10 to 40 microvolt per degree with increased 
brightness. The accuracy is plus or minus 1/2 degree.
The measurement is head-referenced.
The system is very cheap: cost, less than £lk.
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We felt it was important to gain some first-hand practical experience with eye 
movement controlled technology. We therefore decided to establish a 
hardware demonstration of some of the possibilities discussed earlier.

6.1 Hardware

An initial survey was conducted, to determine the most suitable means of 
obtaining electrical signals corresponding to the point-of-gaze of the eyes, 
with sufficient speed of response for our purposes [McConkie et al, 1984]. 
We chose to use a “limbus tracking” eye monitor system, being low cost and 
simple to use. The model was an Eye-trac 210, made by Applied Science 
Labs. This spectacle frame mounted system is head referenced, so is not 
referenced to the image on the display. Movement of the head therefore 
produces large errors. A head restraint frame was supplied with the system, 
however this was inconvenient to use, and it proved quite easy to just hold 
the head still during the experiments. This was assisted in many of the 
experiments by the presentation of an indicator on screen of the computed 
point-of-gaze. It was then possible to see the direction and magnitude of the 
error and correct it by tilting the head slightly.

The output signals from the eye movement monitor were interfaced to an 
Acorn Archimedes computer, this being chosen for its speed, graphics 
capability and low cost. The complete set-up is shown in Fig. 5. The basic eye

6 Experimental Demonstrations

Fig. 5 The author using the experimental eye movement controlled system. Items are 
selected simply by looking at them, and actions initiated by subsequently looking at 
the “ on-screen button". The herdwere consists of en Archimedes computer end 
monitor, interfaced to an Applied Science Labs spectacle-mounted eye movement 
monitor
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monitor is crude and must be re-calibrated for each subject and each 
occasion, if reasonable correlation between the measured and actual point- 
of-gaze is to be achieved. Potentiometers are provided on the front panel of 
the eye movement monitor for adjusting the gain, offset, crosstalk and 
linearity for Horizontal and Vertical signs respectively.

6.2 Auto-calibration

Unfortunately, this manual setting up procedure was time consuming and 
inconvenient, so an automatic calibration procedure for offset, gain and 
crosstalk was provided via the software. This functions by presenting a 
sequence of five fixation points at the top, bottom, left, right and centre of the 
screen. The subject simply presses the space bar whilst looking at each point 
as it is presented. The software then computes a correction algorithm, and 
corrects all subsequent inputs for offset gain and crosstalk. Because head 
movements produce offset errors, the offset may be recalibrated at any time 
during some of the subsequent demonstrations, by pressing the space bar. A 
central fixation point then appears and a second press corrects the offset and 
returns to the original demonstration.

6.3 Set of Demonstrations

For simplicity, the following four items use only horizontal eye movement 
information. They provide autocalibration of offset and gain alone, by the 
initial presentation of two fixation points, on the left and right hand sides of 
the screen.

1. Eye Controlled Menu. All the demonstrations, with the exception of the 
ones on usability, are selected using an eye-controlled Menu program. 
This uses eye movements to select the subsequent demonstration pro­
gram. The computer knows which program name is being looked at, and 
pressing the space bar causes that program to be run or to access 
alternative menus.

2. Various programs to show the fundamental properties of eye movements 
and measurements. These provide a live demonstration of eye movement 
behaviour, graphically illustrating the long delays in our response to 
visual information and the difference between saccades, fixations and 
slow pursuit.

3. Simple fixation duration monitor. This identifies horizontal saccades 
when the point-of-gaze jumps to a new fixation point, and it times the 
fixation durations. This program displays a graph of the eye position, and 
velocity, plus a list of the fixation times. When text is read by the subject, 
it clearly demonstrates the differences in eye movements for easy text, 
difficult text, reading aloud, and comprehension difficulties.

4. Eye movement controlled scrolling of text within a one line window. This 
program displays a file of text to the operator, one line at a time. The next
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line of text automatically overwrites the previous line, when the point-of- 
gaze has first got near to the right hand end of the line, and then 
subsequently flicks back to look for the start of the next line. The result is 
that multi-line text may be read on a single line display.

In addition, the previously read text is displayed as a scrolling chart 
display, upon which the points at which the eye fixates are recorded. This 
provides a record of the recent eye movements. The word being fixated 
from moment to moment is also identified and displayed.

The following demonstrations all make use of the full autocalibration 
routine described earlier in 6.2.

5. Point-of-gaze display. This monitors both the X and Y coordinates, 
and plots the fixation points on the screen. It allows us to see the 
trajectory of eye movements, which are produced by looking at different 
types of image and in different ways. Multiple fixations occur around 
features of interest. This kind of information is useful in evaluating 
usability.

6. Identify word fixated within multiple lines of text. This is a much more 
demanding task for the eye monitor for two reasons: Firstly, a typical 
word is much wider than its height, and so, in normally spaced text, the 
vertical separation of words is less than the horizontal spacing. Secondly 
the vertical accuracy of our Limbus tracking eye monitor, is inferior to 
the horizontal accuracy. This is because the vertical signal is derived 
from the movement of the lower eyelid, and facial movements, such as 
smiles and frowns, cause large errors.

For this demonstration we therefore chose to increase the line spacing to 
three. A screen of text is presented, and the sequence of words fixated and 
the fixation durations, are written to an array. On exit, the sequence of 
words fixated and their durations is displayed on the screen, together 
with the original text. This dramatically demonstrates that a large 
proportion of the shorter words are skipped over, and that abnormally 
long fixation durations occur for difficult words.

7. Advanced Menu, totally controlled by eye movements. The initial 
program selection menu described earlier, i) could only select from a 
horizontal line of words, and ii) required a key press to initiate the action. 
This menu allows selection from items anywhere on the screen, and 
provides both selection and initiation by eye movements alone. Initiation 
is achieved by means of an eye-controlled on-screen “button”.

Several problems had to be overcome. Accidental selection and initiation 
when the gaze scans across an unwanted item, must be prevented. 
Command by eye is not a natural act, and it is undesirable for the 
operator, to have to be aware of where their eyes are looking all the time, 
in order to avoid an erroneous action.
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We are only aware that we are looking at something if we have fixated it, 
that is if the point-of-gaze has been stationary on it for a minimum length 
of time. As a conscious fixation lasts at least 200 milliseconds, the menu 
ignores any items looked at for shorter durations. So if you didn’t know 
you had looked at it, you could not select it.

Any item consciously fixated is “selected”, but we do not wish to initiate 
an action by this alone. The act of choosing one from several items will 
probably involve fixating all the items in turn. Possible alternative eye- 
controlled initiation techniques [Ware et al, 1987] are:

(i) a deliberately long fixation on the item selected.
(ii) fixation on an on-screen “button”, immediately following fixation on 

the item required.

We chose to use the latter, using a coloured patch for the button. Once 
again, to avoid false initiations, the button could only be activated by 
fixating on it for more than 200 milliseconds.

When using this menu, the procedure is to look at the item required, then 
look at the button. Because we check for conscious fixations, the scan 
path can pass over other menu items without false selections or initi­
ations. This allows items to be placed anywhere on the screen. Passing 
over an unwanted item between selecting an item and looking at the 
button does not produce errors. The total delay (>400 mSec) may seem 
long, but it is considerably faster than when using a mouse. This 
particular demonstration is shown in Fig. 5.

This Menu would be suitable for hands-free expert systems, and for the 
physically handicapped.

8. Eye Movement Synchronised Image Generation (EMSIG). A full demon­
stration of the concept using moving images was beyond the scope of this 
project. We therefore decided to demonstrate the EMSIG concept, with a 
moving window on a stationary image. We used two static screens, one of 
text or a picture, and the other a spatially low pass filtered or blurred 
image of the first screen. The high resolution screen is viewed through a 
small window in the low resolution screen, and this window moves 
around the screen to track the point-of-gaze as shown in Fig. 6. To the 
normal observer, the greater part of the image is blurred, with a small 
non-blurred region which darts around. The text is blurred beyond 
comprehension. However, to an observer wearing the eye monitor, the 
image is always sharp where it is being read or looked at, and the text can 
be read without difficulty. This demonstration is a crude attempt to 
mimic the gradual fall-off in resolution of the eye with eccentricity. In our 
demonstration, the abrupt step in the resolution is visible but does not 
interfere.
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Fig. 6 Demonstration of the concept of Eye Movement Synchronised Image Generation.

The high resolution window, moves around within the low resolution screen, to 
track the point-of-gaze of the subject

The blurred image only had 1 /64th of the information content of the high 
resolution image, so this shows the potential benefits in information 
capacity. The high resolution window needs to be at least one character 
high, by about 15 characters wide; however the errors in the eye monitor 
forced us to use a larger window. The problems of vertical errors 
mentioned earlier, forced us to set the window to be several lines in 
height.

When the low resolution image is blanked, leaving only the high 
resolution window which tracks the point-of-gaze, reading is very 
seriously impaired. This demonstrates the importance of low resolution 
information in non-central vision, despite its illegibility.

The elfect of additional delays was investigated, to see whether transmis­
sion delays in viewphone applications would be a problem. An extra 30 
milliseconds was just noticeable, with 50 msec being acceptable. The 
latter would correspond to 5,000 kilometres of round trip transmission 
delay through optical fibre.
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9. Usability. A set of three programs were written to illustrate the potential 
value of eye movement information in usability evaluation. The first pair 
of programs write and read the eye movement data, to and from a file, 
and provide some statistical analysis of the data. These show the 
distinctive characteristics of eye movements during reading, compared 
with searching.

The third program shows that eye movement data can be acquired from 
our head referenced point-of-gaze monitor and interpreted, despite 
simultaneous head movement. This is achieved by recognising the rapid 
flicks of the eye (saccades) from the acceleration profile, and logging the 
eye position immediately before and after each saccade. This enables 
automatic recognition of the act of reading, from the ratio of small 
saccades to the right to the number of large saccades to the left. Text 
reading is therefore easily distinguished from searching and thinking, 
even during times of head movement.

7 The Future

The sales of professional point-of-gaze monitors continue to increase as 
people become more aware of the commercial value of eye movement 
information in product design. Ease of use of future systems should be 
considerably enhanced by awareness of the delay penalties associated with 
eye movements.

Athough the use of eye movement controlled technology is in its infancy, 
rapid progress is being made in some specific areas. The defence applications 
will force the pace of development of eye monitor and display technology, as 
cost is not a premium. However the potential for explosive growth in 
consumer applications should not be overlooked, the Compact Disc and the 
Walkman being good examples, where complexity has not been a barrier.

At the start of this project we believed that the key enabling component for 
many of the applications described would be a cheap headband-mounted 
display device. As eye movements are specific to one individual, it makes 
sense to have a personal display, with the benefits of mobility, small size and 
weight. This avoids the need for an expensive remote point-of-gaze monitor. 
It should be a simple task to mount a limbus eye monitor onto the display, 
avoiding the problems of head movement mentioned earlier.

Recently just such a display has been announced, suitable for use with a 
laptop PC. Though this is the first of its kind, the “Private Eye” is priced at 
less than $500. It provides a virtual image of a 12 inch monitor by means of a 
headband mounted module only 1 by 1-2 by 3-2 inches in size, and weighing 
less than 2 ounces, and is shown in Fig. 3. It should find applications 
wherever a high resolution display is required in a small space, or where the 
operator requires both unrestricted movement and continual access to a 
display.
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Eye controlled input would enable hands-free use of expert systems. The 
addition of a simple head movement monitor, would allow a virtual display 
with a much larger field of view to be generated.

8 Conclusions

The limitations and capabilities of the human eye have been described. In 
order to acquire high resolution detail we must image that part of the scene 
onto the small region of the retina with high resolution, the fovea. Because of 
this, the pointing direction of the eye is, in the majority of situations, an 
indicator of where our attention lies.

Eye movements are complex in their nature, consisting of rapid jerks 
interposed by brief periods when the gaze is stationary or “fixated” upon a 
part of the scene. The location and duration of these fixations are an 
indicator of the area of interest and of comprehension difficulties. The 
availability of this information in real-time, makes many things possible. Eye 
movements may be used instead of a mouse, to select items on-screen and 
actions may be initiated by gestures of the eye. This should have great value 
in hands-free expert systems. As the difficulty of a task may be sensed 
automatically, software could become powerfully responsive to the needs of 
the operator. Our eyes therefore become a bidirectional interface with a 
machine.

There is a vast mismatch between the information rate required for 
conventional images, and the information rate which we can perceive. Eye 
Movement Synchronised Image Generation enables this imbalance to be 
reduced, a technique now being applied in the latest flying simulators.

A range of demonstrations were developed to show the potential of eye 
movement controlled technology, and these have been described. Direct 
experience and understanding of visual perception and eye movements, will 
allow future products, in which vision plays a part, to be more effective and 
competitive.
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Abstract

This article is the first of a series which will describe various technical 
aspects of a major ICL project, the GIN Programme. GIN stands for 
Government Infrastructure for the Nineties. It is a programme aimed 
at delivering an integrated, interworking set of UNIX* and PC 
products managed via a range of Systems Management products.

The GIN programme responds to the future Information Technology 
(IT) strategies of several major customers, in particular some of the 
largest Government Departments. Government doesn't have much in 
the way of common industry-wide applications, but does have 
requirements for an integrated set of infrastructure products which 
are in advance of the market as a whole. Infrastructure, in this sense, 
is used to describe the set of vendor-supplied hardware, software 
and networking products which enable the customer to implement 
and exploit his own applications. Government Departments often 
wish to install many hundreds of UNIX systems in many different 
locations, all providing similar applications to their local staff and all 
interconnected via a Wide Area Network. The interworking and 
management requirements of networks of this type go well beyond 
the free-and-easy environment for which UNIX was originally devel­
oped, and pose an interesting set of development requirements.

This article is intended as an introduction to the GIN programme. It 
describes the most important of these requirements, and discusses 
some of the technical issues which arise when planning a response 
to them.

1 Introduction

This article describes the justification and requirements for a major ICL 
strategy known as GIN, which stands for Government Infrastructure for the 
Nineties. It discusses the customer requirements which led to this pro­
gramme, and some of the technical issues which arise from it. Later issues of
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the Technical Journal will contain a number of papers covering some of these 
technical issues in more detail; the purpose of the present paper is to 
articulate the requirements, to set the scene and to emphasise the need for an 
integrated approach to a wide range of product strategies.

The GIN programme is a response by ICL to the emerging needs of a 
number of large Government Departments. Many of these Departments 
have spent the 1980s constructing large Transaction Processing systems on 
mainframe computer systems. These systems are used by many thousands of 
their staff, and in many cases they are crucial to the objectives of the 
Department. However in parallel with these developments, other staff within 
the Departments have been buying PCs, usually to run some specific 
package. Few of these PCs are connected together in any way. But now a 
number of new and sometimes conflicting requirements are beginning to 
emerge, and have a profound influence on the types of computer systems that 
these Departments expect to procure in the future.

•  Users whose sole source of IT is the large corporate Transaction 
Processing service are now demanding access to other services.

•  Based on their experience with the sophisticated graphical interfaces 
often presented by their PC applications, they are now demanding 
equally sophisticated interface styles to their mainframe applications.

•  Users want to be able to connect their PCs together, and use them 
(among other things) to access the corporate mainframe services.

• However managers in charge of security are very wary of this latter 
requirement, because of the scope for data corruption and virus invasion 
that it brings.

•  Customer IT managers are looking for insurance against the potentially 
disastrous loss of one or more of their mainframe computer systems; they 
see the gradual spread of X.25 networks as offering the opportunity to be 
able to switch a large population of users from one mainframe to another 
very quickly, and look to their suppliers to propose ways in which this 
requirement can be met.

• Departments are concerned about being tied to a single supplier. They 
see the emergence of “open systems” as a way of avoiding this situation, 
and look to the industry to support the appropriate standards for 
operating systems and communications facilities. Of particular interest, 
they look for open systems in the communications cluster controllers 
and application servers located within individual offices. In practice this 
means that they are seeking to install UNIX systems in large numbers in 
distributed offices, and look to the industry to migrate existing function­
ality onto UNIX.

• However, the complexity of UNIX systems imposes a support require­
ment which was not present with cluster controllers.

When they are examined in detail, these requirements are not unique to 
Government. They provide an early indication of the direction in which 
many other large IT users will wish to move in the next few years. This paper
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examines these requirements, and shows how emerging technology trends 
also influence our customer’s expectations. It discusses an architectural 
framework within which it is possible to meet the requirements both of 
Government and of many other customers. This framework forms the basis 
for a major ICL programme which will deliver a sensible and integrated set 
of products over a period of time.

Although developments are underway in many of the areas described, 
nothing in this article should be read as implying a commitment to deliver 
any particular product or facility by any particular date. One important 
lesson learnt during the early stages of the programme is the incredible speed 
with which the industry is moving at the workstation and departmental 
systems end. The programme is subject to constant monitoring and redirec­
tion to ensure that it remains relevant to customer needs. In addition, 
development timescales are influenced by customer requirements and 
priorities. However the GIN programme provides an overall framework 
within which a number of different product strategies will evolve, and thus 
indicates a statement of intent which customers can discuss with their local 
ICL representatives.

2 Major Customer Requirements

The GIN programme aims to provide a response to a number of important 
customer concerns. Its target is to produce a coherent architecture which 
meets the needs of large corporate customers during the 1990s, and to deliver 
a sensible and integrated set of hardware, software and networking infras­
tructure products which conform to this architecture. It is built around a 
number of themes, each of which is derived from clear customer require­
ments.

2.1 S ingle Term inal Access

The largest Government Departments tend to have many thousands of users, 
often carrying out similar tasks in a wide variety of offices. Each user has his 
or her own areas of responsibility, yet it is important for the public 
perception of the Department that all use the same applications, apply the 
same rules (particularly if they are in contact with the public) and are subject 
to common constraints on what they may and may not do.

These staff tend to be organised into workgroups, containing up to (typically) 
60 people, working in the same office, and sharing some common purpose, 
work objectives, and often some local data. Members of a workgroup need to 
access services provided by servers either within the office, or at some remote 
location.

Almost all these staff now require access to IT facilities, usually via a terminal 
or workstation on their desk. The great majority of them carry out what are 
essentially clerical roles -  form-filling and data retrieval functions in response
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to mail or telephone prompts. The range and sophistication of the facilities 
that they wish to use has increased considerably in the last few years and 
shows no signs of abating. Very few of these staff have space for more than 
one terminal, nor could their organisation afford for them to have more than 
one. Thus this single terminal must provide access to a very wide range of 
facilities.

It is often necessary to be able to access two or more applications 
concurrently, with easy switching between them and, if appropriate, the 
ability to view each in a separate “window”.

2.2 Security

The growing use of IT facilities throughout large organisations places an 
increased emphasis on the integrity of the corporate data owned by that 
organisation. In addition, modem concerns about data privacy in many 
countries mean that it must be possible to guarantee to the public that 
information they divulge (especially to Government Departments) will only 
be used for the purposes for which it was intended. Computer systems used 
by Government Departments hold large amounts of data about people -  
taxpayers, vehicle owners, benefit claimants, convicted criminals and so on. 
Government looks to its suppliers to provide adequate mechanisms to 
protect this data.

Because of the sheer size of some internal Departmental sub-networks, 
Government is concerned about the integrity and continued availability of 
the network itself. It should not be possible for semi-trained staff in district 
offices to interfere with the configuration information, applications or other 
aspects of the computer systems they use and thus reduce the availability of 
these systems to other users. Indeed, there is a growing trend within 
Government for IT Departments to prepare “service level agreements” with 
their user departments, and so any lack of availability from such a cause 
could have financial penalties for the IT Department.

These concerns mean that it is important to provide suitable security 
facilities which can protect the integrity and confidentiality of the organisa­
tion’s data, both against external bodies such as “hackers” and against the 
organisation’s own staff who have no need or right to access that data. The 
end-user must only be permitted to use those applications and services made 
available to him by his organisation. He must be required to identify himself 
(and prove his identify) before he can do anything, even access PC 
applications. And the data used by these applications should only be 
accessible to the users or applications which need to access it.

Defence organisations have requirements which go a long way beyond this, 
and some of these were discussed in [Jones 1989]. The GIN programme is 
concerned primarily with security in commercial organisations, though some 
of these more stringent requirements will undoubtedly apply in due course.
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2.3 Com m on Look  a n d  Feel

IT facilities are the tools used by today’s clerical workers to carry out their 
job. They are not a p a rt of that job, and hence should be as unobstrusive as 
possible. There should be a common “look and feel” to how they get into and 
out of the applications which meet their real needs, and where practical to 
the image presented by these applications themselves. It must be possible to 
use several applications concurrently, and to switch between them easily. 
These applications must be limited to those which are available to a user in 
the role in which he is logged on.

The route to a remote application or service can be very complex, especially 
in large networks with many servers and alternate communications paths. In 
addition, some existing application may impose an additional “logon” 
process, and it should be possible to hide this from the user once he has been 
adequately identified to the network. It must be possible to shield the user 
from these complex details, so that as far as he is concerned, service selection 
operates in a “seamless” way and he need not be aware whether the server is 
within his local office or in a remote DP centre.

Most users spend all their time in their “home” offices, and only ever use 
their IT facilities from their own desks. However some users in some 
organisations need to be able to “log on” from any workstation, wherever 
they happen to be at the time. Such a login must give the user access to his 
permitted list of applications and services, and to any personal data 
maintained by these applications.

2.4 Systems M anagem ent

As indicated above, there is a significant move within Government to the 
provision of UNIX-based systems within very many offices. UNIX is 
notoriously complex and difficult to manage, administer and suport, and 
many UNIX users (particularly in the academic environment in which UNIX 
originated) would think nothing of dedicating highly skilled staff to this 
purpose.

Though this may be practical with a small number of free-standing UNIX 
systems, it is out of the question for large organisations with large numbers 
of similar UNIX systems. It shouldn’t be necessary to employ a UNIX 
“guru” with each of these systems. Most customers cannot afford them, and 
would be wary of the implications for the integrity of these systems if they 
could. In large Government Departments, tens or even hundreds of these 
UNIX systems will be identical in all important respects, having similar 
configurations and running identical software packages. This should make it 
possible to simplify the support requirements by centralising support staff in 
one support centre. There is a need for a range of applications which make it 
possible to manage these replicated systems effectively. For example, it must 
be possible for the support staff to monitor the well-being of the distributed
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systems and their applications, to diagnose and (if possible) fix them when 
they have problems, to gather information from them relating to their 
performance, and to distribute new software and configuration data to them.

2.5 Using M odern A pp lica tions

Users need to be able to use any application or service, wherever it may be 
located in their network, from just a single workstation. But the rapid spread 
of computing facilities, and the technological explosion of the last few years, 
may mean that it is no easy task to define what an application is and where it 
is located. At its simplest, an application consists of three parts:

• A Human-Computer Interface (HCI) component, concerned with the 
way in which the user sees the application and how he drives it.

•  An Application component, which carries out the functions required to 
support the user’s intentions.

•  A database component, which contains the data need to support the 
application, and manages this database if it is also accessed by other 
users.

Traditionally, large mainframe applications located all three of these compo­
nents in the mainframe, and PCs located them all in the workstation. Now, 
PC networks permit some application and server functions to migrate to 
other boxes on the LAN. Relational databases such as INGRES enable the 
HCI and Application components to be located in the local server, accessed 
from dumb terminals, with the database located in one or more remote 
mainframes.

Figure 1 illustrates some of these application structures, and shows the 
logical end-point of this evolution, in which all three components are located 
in different systems. It must be possible to support any sensible combination 
of locations for the three components, and there should be no unnatural 
boundaries limiting where any particular function may be located. In 
particular, it should be possible to separate the HCI component from the 
application, and locate it close to the user.

It is interesting to note that Eprit-funded projects such as RICHE and RIBA 
[see Drahota 1990] are concentrating on the kinds of modern application 
architectures made possible by the emergence of Open systems and OSI 
protocols. The GIN programme must provide a platform able to support the 
needs of these new architectures.

2.6 Open Systems a n d  S tandards

Increasingly, organisations are demanding that their IT systems are based 
upon Open Standards. They do not always specify exactly what they mean 
by this, though the underlying impetus is to be able to move towards a 
measure of application portability from one vendor’s hardware to another’s.
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Fig. 1 Application Architectures.

Government has taken a lead by defining under the aegis of the GOSIP 
programme (Government OSI Profiles) a set of OSI standards which are 
increasingly becoming mandatory in large procurements. In addition, De­
partments demand conformance to standards defined by bodies such as 
X/Open. And, recently, the UK Government GOSIP Terminal Requirement 
Taskforce has accepted the need for a terminal architecture which underpins 
the move towards open systems in the use of terminals to access IT systems.

3 Meeting the GIN Requirements

All in all, that is quite a large variety of requirements. It will require solutions 
very different from those of the 1980s. One fundamental difference is that 
these solutions cannot be confined to one specific component or product. 
The wide and free-ranging nature of these requirements means that ICL must 
provide solutions which are integrated across products at a number of 
different levels -  at the corporate mainframe, the departmental server and the 
desk-top workstation. It is a major challenge.

The GIN programme responds to this challenge. It defines an architectural 
framework within which it is possible to meet all of these stated require­
ments, and yet which is flexible and open-ended enough to respond quickly 
to a rapidly changing market place and to the pace of technological 
change.
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igure 2 illustrates the overall IT network structure around which the 
irchitecture is based. •

Fig. 2 Components of the GIN Architecture.

•  It identifies a number of local offices, each containing a number of 
workstations which may be either PCs or dumb terminals. Where PCs 
are used, they are connected using Local Area Network (LAN) cabling 
standards.

•  Each office contains one or more UNIX servers. One of these acts as a 
communications gateway to an external network, and “owns” the PCs 
and terminals. There may be other servers offering services such as mail, 
applications, printing and so on, though given the power of modern 
UNIX servers it is becoming fairly common to offer all of these services 
from a single system.

•  The UNIX servers conform to the major Open Systems standards such 
as POSIX and the X/Open Portability Guide (XPG).

•  A number of “DP centres” may exist elsewhere in the organisation. 
These contain the customer’s existing corporate mainframes. Increas­
ingly these will be augmented by UNIX servers, either in the same 
centres or distributed to some local offices. They may also include
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services provided by Information Centres as these develop in response to 
the evolving needs of end-users for advice on new applications.

•  The organisation also contains a system support centre which has 
overall responsibility for managing these servers and workstations.

• The various offices and centres are linked together by a Wide Area 
Network (WAN) which in the case of many Government Departments 
will be the Government Data Network, or GDN. This network has the 
benefit to the customer that it enables any office to access a server in any 
other office around the network, and in particular enables the Depart­
ment to switch a service from one server to another in a different location 
in an emergency -  so long as such a move has been planned for and any 
necessary data is held off-site.

Much of this architecture is by now fairly conventional, and will not be 
discussed further. But there are some areas -  mainly within the local office 
itself -  where the GIN programme requires a number of new technical 
directions, and the remainder of this Section concentrates on these issues.

3.1 Workstations

The end-user’s workstation provides access to a wide variety of services and 
applications. Most existing UNIX systems are accessed by “dumb” terminals 
supporting protocol such as VT220.*

However, the GIN programme focuses on the demand for PC functionality 
from end-users, and the implications of this demand. These “industry- 
standard” PCs run MS-DOS*, and a multi-tasking graphical windows-based 
interface can be provided to the user by products such as Microsoft 
Windows.* Increasing numbers of the common PC applications are now 
available in versions which run under windowing environments.

In addition to being able to run standard PC applications, these PC 
terminals can also run protocol emulators for protocols such as VT220 or 
X/Windows. This enables their users to access applications located on the 
local UNIX server. However, much more significantly, the PCs can also run 
emulators for proprietary mainframe protocols such as ICL’s ICAB-05. This 
means that the same terminal can be used to access a variety of existing 
mainframe or UNIX services, without the need to make any changes to the 
applications themselves. This has considerable implications for proponents 
of newer, more “open” protocols such as the OSI Virtual Terminal Protocol 
(VTP). It may often be more cost-effective for a customer to implement an 
existing protocol in a new terminal, than to go to the trouble and expense of 
adapting an old application to use a new protocol.

Microsoft Windows provides multiple “windows” enabling several such 
protocol emulators to run simultaneously, thus enabling a user to access 
many mainframe or local applications concurrently with easy switching 
between them. The only limitations on the number of sessions arise from the
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power and memory size of the PC itself. Microsoft Windows* also provides a 
modern graphical-based HCI which can be exploited by the protocol 
emulators to provide a rather better interface to the user than may have been 
possible with the original terminal protocol.

Although MS-DOS-based PCs are expected to satisfy the requirements of 
many customers, there is expected to be an increasing demand for UNIX 
workstations, especially for uses such as software development where 
sophisticated Computer Aided Software Engineering (CASE) packages are 
becoming available.

Let us now look at how the rest of the GIN architecture supports the use of 
PCs in this flexible way.

3.2 Im posing  N etw ork Security

The GIN programme supports a number of security features.

3.2.1 User A u then tica tion  A mandatory “login” process operates on both 
dumb and PC terminals. This process goes beyond the facilities provided as 
standard in UNIX.

Two systems components are involved. The first is a “User Sponsor”. For 
dumb terminals this runs in the server to which the terminal is connected. 
For PCs, it is located in the PC itself and runs under Microsoft Windows. It 
is loaded whenever the PC is switched on or reinitialised.

The User Sponsor does not permit any applications or services to be 
accessed until the user has undergone an authentication process. It requests 
the user’s ID and other authentication data such as a badge or password, 
and passes these to “Person Server” located in a UNIX server for verifica­
tion. The Person Server contains a database which records all the members 
of the workgroup and information such as their User IDs, encrypted 
passwords, badge contents (if appropriate), and any limitations of users to 
particular applications, workstations, times of day, and so on.

The information supplied to the User Sponsor is checked against this 
database. If it is valid, the server constructs a packet of information about the 
user which specifies his identity and other information which is of use to 
applications. In due course, as the architecture develops, this packet will 
evolve into a Privilege Attribute Certificate (PAC) as described in [Parker 
1990], and at that stage it will be possible to allow a user to log in at a system 
other than his own.

The User Sponsor can be configured such that repeated login failures cause 
either the user identity, or the workstation, or both, to be disabled and a 
security Alert to be generated. In addition, a user can be forcibly logged out if 
his terminal is inactive for too long.
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3.2.2 Use o f Badge Readers The customer can enhance this authentica­
tion process to include the use of physical objects such as badges or smart 
cards. If he does, a number of additional security-related features come into 
play, including the ability to log the user out or suspend all his sessions if the 
badge is removed. The main user of the badge contents is the authentication 
process itself. However, some existing applications also wish to use the badge 
contents, and thus it is necessary to devise enhancements to the VT220 and 
other appropriate protocols to make this information available to them.

3.2.3 Access Rights and Access Control Once a user has successfully 
logged in, the User Sponsor displays a menu listing those applications and 
services which he is permitted to use. The user can choose any of the 
available services, and the User Sponsor makes a connection to it, using a 
“script” appropriate to the application. This script hides from the user the 
details involved in making the connection, and thus gives a seamless service 
selection interface.

The menu presented to the user is in fact associated with a “role”. The 
organisation can define any number of roles, and associate each with a set of 
applications and services which a user acting in that role may be permitted to 
use. These may overlap, and will usually be chosen to give a sensible set of the 
applications which a user may need to access in a single workstation session.

When a user is introduced into the system, the local administrator defines the 
roles which he or she may use. If there is more than one, then one of the roles 
must be specified by the user at login time.

The user is not permitted to access any service or application which is not 
available at the current role. And because the user’s access right is to a role 
rather than to a particular application, it is easy to withdraw the right to 
access a particular service when the user is no longer able to act in that role.

3.2.4 Using Multiple Concurrent Sessions The user can run a number of 
different applications concurrently (so long as they are available in the 
current role). Each operates in a discrete “window”, the position and size of 
which can be varied on the screen by the user. When a window is opened, 
control is passed to the User Sponsor which displays the menu for the role. 
The user cannot avoid or bypass this menu. And whenever he exits from an 
application, the window and any communication connections it may have 
established must be closed.

3.2.5 Discless PCs PCs with diskette drives offer an opportunity for users 
to introduce rogue software or viruses into the network, or to take software 
or data away for private use. PCs with fixed discs may also be difficult to 
“manage” for reasons which are discussed below.

Thus the GIN programme supports the use of discless and “floppyless” PCs. 
As well as offering increased security, these can be cheaper, quieter, and more
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reliable than PCs with discs. However they do impose a number of 
requirements on the server.

•  The server must take responsibility for “downloading” the operating 
system and ancillary software into the PC when it is switched on or 
reloaded.

• The workstation software, as well as any files generated or used by 
applications running on the workstation, must be held elsewhere in the 
local network (for example within the UNIX server’s own filestore). 
Amongst its other benefits, this enables these files to be subject to the 
filestore access facilities of UNIX. For example they could be restricted 
so that they were only accessible to their owning user.

• The remote filestore facility must map names and disc drives used by 
MS-DOS applications onto appropriate parts of the UNIX filestore. 
Three different kinds of PC files are required:
o The Operating Systems and other control software which is the 

same on every workstation. It is not necessary or desirable to hold 
these more than once in the UNIX server, 

o Files, used by these products, which must be tailored in some way, 
for example because they define the characteristics of a particular 
workstation (such as its identity).

o Files which belong to the user himself. These may include data files 
used by applications (such as word processing documents), or in 
some circumstances applications which are only used by single 
users.

e The server can provide local administrative facilities, such as incremen­
tal archiving, which are difficult to organise (and hence often omitted) if 
files are held on individual PCs scattered around the office.

The use of a file server to hold the PC filestore offers increased flexibility in 
office accommodation as there are no constraints on moving end-users from 
one desk (and hence workstation) to another.

3.3 C om m un ica tions Strategies

GIN systems will require interworking between the following end points.

•  A workstation and an application in a server on the same LAN
• A workstation and a remote application via the server
•  The server and a remote management centre

Government is committed to the use of OSI protocols. The Central 
Computer and Telecommunications Administration (CCTA) chairs a num­
ber of GOSIP committees, attended by representatives of Government 
Departments and the major suppliers, which define sensible profiles, or 
subsets, of the most useful protocols. The GIN programme provides a set of 
common platforms on which these profiles can be introduced in a co­
ordinated way. GIN supports transport-level profiles which underpin each of
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the communication modes listed above. These include WAN profiles for use 
across an X.25 network, and both connectionless and connection-oriented 
OSI LAN profiles.

In addition the following GOSIP Application-level profiles are supported.

•  File Transfer, Access and Management (FTAM) is supported in the 
server. It enables the transfer of files or parts of files into and out of the 
local office, for example by a support centre.

•  Message handling System (MHS) is supported in the server, both as part 
of an integrated office support environment (OFFICEPOWER) and as 
free-standing service and set of interfaces which enable other applica­
tions to use messaging facilities. In particular this can provide a “user 
agent” capability so that, for example, the user is informed as soon as he 
logs in if there is mail waiting for him.

•  Virtual Terminal Protocol (VTP) is the projected OSI replacement for 
proprietary terminal access protocols such as ICL’s ICAB-05. VTP 
emulation can be provided both in the server, for use with dumb 
terminals, and in the PC. However the widespread adoption of VTP will 
entail changes to host applications and their infrastructure which prob­
ably cannot be justified given the ability to support a number of existing 
proprietary terminal protocols simultaneously from one PC terminal.

The server can also support non-OSI protocols, such as File Transfer 
Facility (FTF) or Interactive Video (ICAB-05) which are required by existing 
host applications.

PC workstations are connected to the server via LANs, and applications can 
use both OSI and TCP/IP transport protocols. The workstations can act as 
terminals accessing ICL, IBM and other mainframe services. Terminal 
emulators should, whenever possible run on the workstation itself, rather 
than on the server. This has a number of benefits. •

• The workstation itself, rather than the server, responds to each key­
stroke typed by the user. This provides a faster and more effective 
response, similar to that which can be achieved when using conventional 
PC-based applications such as WordPerfect.

• The terminal emulator is responsible for only one terminal, and hence 
can be simple and easy to support.

• Terminal emulators can exploit modern HCI facilities available at the 
workstation, and present a high-quality interface to existing mainframe 
applications.

•  Character traffic is kept off the LAN, so that LAN loadings are reduced 
and the response time to the user can be improved.

• A large load is taken off the server. This enables the use of less powerful 
servers than would otherwise be required for the same terminal connec­
tivity. Alternatively, it leaves a greater amount of the server power 
available for handling local applications.
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In addition to these facilities for accessing mainframe applications, PC 
workstations can communicate with applications in the local UNIX server 
using de facto or OSI LAN standards.

Servers communicate with remote services across the WAN, and with both 
workstations and other servers across the LAN. Again, OSI transport 
profiles are used, though TCP/IP protocols are also available for use by 
applications which have not yet been reworked to use OSI protocols. In 
some situations the server acts merely as a Transport-level Relay, providing 
a connection route from a workstation to an appropriate remote service.

The flexibility which is provided by the use of X.25-based WANs makes it 
reasonably easy to redirect connections to a particular service should it be 
necessary to migrate that service to a different server or location. This is 
particularly useful when preparing “disaster standby” contingency plans.

3.4 Systems M anagem ent

3.4.1 The GIN A pproach  to  Systems M anagem ent The term Systems 
Management is used to cover the tasks of monitoring, updating and 
configuring a number of discrete (but often similar) end-systems from a single 
management or support centre. Some of the major requirements for systems 
management of departmental systems arise from Central Government 
Departments, and their concerns were discussed in Section 2.

The ability to carry out systems management tasks implies two needs:

• a set of “management” applications, for use by staff- at the support 
centre.

•  a set of facilities on the distributed servers in local offices which 
communicate with these management applications and thus permit the 
local office systems to be “managed”.

The systems management architecture is designed to permit the management 
of a wide variety of different types of objects, not just the UNIX servers and 
their workstations which we have discussed above. The facilities which any 
managed object may support will vary depending on the nature of that 
object, its intelligence and capabilities, and availability of local human 
support and other factors. Here we are concerned with servers which have a 
good deal of processor intelligence but little human operations capability 
nearby.

It is important to differentiate between the characteristics of a systems 
management approach, and the use of remote operation or administration 
techniques which are increasingly common in networks of UNIX systems. In 
the latter, operations or administration staff handle the specific needs of the 
management end-systems individually, without being co-located with those 
end-systems. Systems Management, on the other hand, is required where
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there are too many end-systems, or too few support staff, to give each end- 
system individual care so long as it is behaving normally. The day-to-day 
administration and management functions must be automated so that only 
exception conditions are brought to the attention of the support staff. To a 
great extent it relies upon the end-systems having a high degree of uniformity 
in their hardware and software configurations, but that is exactly the type of 
situation which the GIN programme is intended to address.

3.4.2 M a jo r Systems M anagem ent Functions  Managing many distributed 
UNIX systems from a support centre requires a number of features not 
commonly found in UNIX. These include the following:-

• Managed systems must be able to report their status. This information 
should be displayed at the support centre in an easy-to-understand form.

• Statistical information generated on the managed systems must be fed 
back to the support centre for analysis or display.

• Problems occurring on a managed system must be reported back to the 
support centre so that they can be recorded in a problem database 
(preferably automatically). Support staff should be able to track the 
resolution of these problems. Remote diagnostic facilities are necessary 
so that skilled support staff do not have to travel to remote locations to 
investigate the problem

• Software distribution facilities are required so that the management 
centre can send new software releases, bug-fixes or other types of 
product upgrade to many remote sites, and to ensure that these are 
installed on every affected system in a simple and coherent way.

• The task of setting up and managing the configuration data and 
operational parameters in a large network can be extremely complex, 
especially if the network is constantly changing. Configuration genera­
tion facilities are required so that this task can be made manageable, and 
to allow co-ordinated changes to be made to many end-systems.

3.4.3 The M anagem ent Centre A number of management applications 
are required in the support centre to carry out these tasks. These are built 
around a common INGRES relational database. As well as providing a 
coherent view of the network and its components to all of these applications, 
this will enable customers or service providers to tailor the management 
applications, the data that is stored and the ways in which it is accessed, to 
their own unique requirements.

The management centre will be in constant communication with a large 
number of managed systems, each of which can transmit status or error 
information back to the management system on a regular basis. It must be 
powerful enough to handle the number of concurrent network connections, 
and the incoming message traffic.

At times the management centre may transfer data in bulk to many managed 
systems. While the load on the management centre may be reduced by the
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use of “store” and “forward” and similar techniques, a high communications 
capacity will be required at the management centre to meet peak loads.

3.4.4 The M anaged  System  The managed system will not be subject to 
some of the more onerous performance requirements of the management 
system, but will need to be tuned so as not to overload the management 
centre. It must support a range of facilities which interact with the manage­
ment centre applications, and at the same time work with and exploit those 
features of UNIX and of the server architecture which make remote 
management viable. These facilities include the following.

•  A messaging system based upon ICL’s Community Alert Management 
(CAM) facilities. This may be used by any application which wishes to 
pass a message back to the support centre (or to another process within 
the managed system). A f i l te r  which is part of the CAM is used to decide 
what to do about any particular Alert. Options include passing it to the 
management centre, logging it in a file or journal, passing it to another 
process, or ignoring it.

•  A bulk file transfer responder is used on the managed system to allow the 
management centre to send it new software releases, configuration 
changes and so on, and to extract statistical data.

• Status monitoring processes, which can be invoked periodically or polled 
by the support centre to report on the status of the managed system as 
a whole or of some part of it. The status information returned can be a 
simple “I’m alive” message, or it can be more sophisticated, such as a 
record of the current number of logged-in users.

•  A statistics collector. Some applications such as the X-25 and OSLAN 
handlers can generate statistical information on demand. In addition, 
Alerts which are written to a file, standard UNIX log files, and a host of 
other sources can generate what are loosely termed “statistics”. This 
information enables the support centre to monitor the behaviour of the 
network, to spot any potential bottlenecks before they become serious, 
and to plan any necessary extensions to the network based upon 
accurate information.

An application running within the server can take information from 
these various sources and return it to the management centre for analysis 
or display. Each source of statistics provides what is called a “sponsor” 
to interface between the supply of information and the format in which it 
is required at the support centre. •

•  A workstation manager, which is necessary when discless PCs are used. 
This is responsible for “bootloading” the PCs when they first switch on. 
Subsequently it establishes a management connection of each connected 
PC; this connection is used to check the status of the PC, and to enable 
the PC to pass Alerts and statistical information back to the server.
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•  A software distribution agent, which takes responsibility for the installa­
tion of new software products, upgrades to existing products, and new 
configuration data. UNIX SVR4.0 supports a concept known as “prod­
uct packaging”, which permits application developers to package their 
products and distribute them in a uniform way, similar to the “shrink- 
wrapped” style common to PC applications. The package includes a 
description of the product, its filestore structure, and how it is to be 
installed on the UNIX system. UNIX allows packages to be installed or 
deleted, and the facilities are designed primarily to be used by a local 
system administrator on the system on which the product is to be used. 
GIN expands on this in three ways. Firstly, it enables packages to be 
transmitted over a network into a buffer area on the managed system, 
and then installed by commands from the management centre. Secondly, 
it allows the distribution of product upgrades, which take a currently- 
installed product from one version to another (later) version. This 
reduces the amount of data which must be transmitted to the managed 
systems; unnecessary network traffic is expensive. It also permits the use 
the upgrade actions on the managed system if, for example, an upgrade 
from one version of a product to another means that it is necessary to 
reformat data owned by the product. Thirdly, before an upgrade is 
applied, the distribution agent constructs a “regression package” which 
reverses the effect of the upgrade. This is kept available in case it is 
needed.

Once a package or a package upgrade has been delivered to an end- 
system, it is necessary to install and “activate” it. The software distribu­
tion agent understands the package structure and can map the product 
onto the UNIX filestore structure. It can invoke package-supplied 
“upgrade hooks”.

t

The distribution application in the management centre can distribute the 
same product to many tens or hundreds of similar end-systems concur­
rently, and monitors the progress of the installation. It is possible to 
group together end-systems with common properties, such as that they 
all run the same application; the support centre can then force the 
distribution of a product to all members of a given group.

In most cases the amount of bulk data involved in a software distribu­
tion process will be sufficiently small to enable the customer’s network to 
be used for its dissemination. However there are some cases in which the 
sheer bulk of new software, or some other reason, means that it may be 
preferable to employ an alternative upgrade mechanism, such as a 
streamer tape. •

• Configuration Generation Hooks enable the management centre to make 
co-ordinated changes to the configuration information and tables used 
in many end-systems. The management centre maintains a single 
database which defines the network topology, the managed units, their
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interconnections and their characteristics, including installed software 
versions. It can thus identify all the objects affected by a particular 
configuration change. Thus when some aspect of the configuration 
changes, a management application generates a number of files, each of 
which gives a view of the changed network looking out from one of the 
systems affected by the change. These files are transmitted to the 
appropriate end systems, using the software distribution mechanisms, 
and at a specified time each is used to generate and install all the 
configuration data required by affected components within that end 
system. Each managed component needs to provide a configuration 
hook. These include the X.25 and OSLAN handlers, the Message 
Handling System (MHS), and the CAM subsystem.

3.4.5 F au lt M anagem ent Fault management covers those aspects of sys­
tem management concerned with the detection, recording, diagnosis and 
rectification of faults occurring in remote locations.

Within a managed system, components which detect faults indicate the fact 
by generating a CAM Alert. This is handled by the CAM filter; usually the 
Alert will be passed back to the support centre where it will be recorded in a 
problem database or “help desk” so that support staff can monitor and chase 
it.

Support centre staff can access the managed systems across the network to 
diagnose faults. A number of diagnostic tools are provided. Those which are 
used in a particular case will depend upon the nature of the fault, and 
whether it is sufficiently serious to prevent the end system from operating. 
They include standard UNIX tools as well as some specifically developed for 
GIN. These offer facilities for dump analysis, displaying audit trail files and 
so on. UNIX systems traditionally maintain a number of audit files, and 
adopt conventions such as mailing messages to the system administrator 
following any unusual incident. In addition, much statistical information 
related to performance, device utilisation and error events is gathered. All of 
this information can be accessed by the support person; much of it can also 
be returned to the support centre periodically.

Hardware faults will usually require a visit by an engineer to replace or 
service a faulty part. Software faults may be fixed by patches which would 
normally also need to be applied to other similar systems. These are normally 
issued in the form of “upgrade packages” to the affected product, and are 
distributed and installed using the software distribution facilities described 
above.

3.4.6 Perform ance M anagem ent Any organisation responsible for man­
aging a large network will be concerned about the performance of the 
components of that network, and the response-times experienced by the 
users of the network. In the past, this information would be required to 
handle complaints from users about poor response times or low availability.
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Now, more and more Government computer departments are entering into 
Service Level Agreements with their customers, and this information is 
required to support and confirm their ability to meet these agreements.

In addition, it is necessary for ICL to be able to demonstrate that systems 
proposed to customers are capable of meeting the customer’s performance 
requirements.

GIN systems provide facilities to log response-time information. This 
information is collected both as near as possible to the user, so as to be most 
precise, and at points such as the interface with a WAN or LAN to enable 
problems affecting performance to be identified. It is returned to the support 
centre via the standard statistics collection mechanisms.
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A1 Glossary

CAM Community Alert Management
CCTA Central Computer and Telecommunications Administration
CG&D ICL Central Government & Defence Business Unit
FTAM File Transfer and Management
FTF File Transfer Facility; proprietary ICL file transfer protocol.
GDN Government Data Network
GIN Government Infrastructure for the Nineties
GOSIP Government OSI Profiles; a CCTA-led subset of the major OSI 

protocol stacks to evolve a set of standards which are demanded 
from IT suppliers in Open Tender procurements.

HCI Human-Computer Interface; it is a description of all aspects of the 
interaction between a human being and the computer systems that 
he/she uses.

ICAB-05ICL proprietary protocol for mainframe communication.
MHS Message Handling System
OSLAN Open Systems LAN; ICL’s implementation of ISO 8802.3 LAN 

protocols.
PAC Privilege Attribute Certificate; an encrypted record of a user’s User 

ID and other security attributes produced as a result of a successful 
authentication process.

PID Personal Identification Device; a device such as a credit card which 
contains personal identification information usable by a computer 
system.

POSIX Portable Operating System for Computer Environments; an IEEE 
standard for a set of UNIX-like interfaces.

SVR4.0 System V Release 4.0 (of UNIX)
TCP/IP Transport Control Protocol/Internet Protocol; group of network­

ing protocols included in UNIX SVR4.0.
VT220 Screen-handling protocol common on UNIX systems.
VTP Virtual Terminal Protocol; an ISO protocol, adopted by GOSIP, 

aimed at standardising communication between applications and 
workstations.

X.25 CCITT recommendation for packet-switched WAN services.
XPG X/Open Portability Guide
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Book Review

Realistic Compiler Generation, by Peter Lee, The MIT Press, Cambridge, 
Massachusetts, USA, 1989, xviii + 246 pages, ISBN 0-262-12141-7.
This book outlines the theory and practice underlying a compiler generator. 
When given a definition of the syntax and meaning (“semantics”) of a 
programming language, this compiler generator will create a compiler for the 
language. Its capabilities go well beyond those of a parser generator such as 
YACC, because it automates not merely the construction of the parser but 
also the construction of the code generator. Of course the user must still 
input the syntax and meaning in forms acceptable to the compiler generator, 
but these particular forms are written in a high level language and have other 
uses besides compiler generation. This review discusses these other uses 
briefly, before returning to the subject of this book.

Just as BNF is now the standard approach to describing programming 
language syntax, so denotational semantics is becoming the standard 
approach to describing meaning. Both these approaches take several differ­
ent syntactic forms; the concepts, rather than the syntactic forms, currently 
constitute the standards. Moreover, denotational semantics remains a 
subject of active investigation, especially in relation to concurrency and type 
theories. Nonetheless, denotational semantics is well enough established to 
be able to cover a very large area of programming, including Algol 68 and 
the better thought out parts of Ada, for instance.

Among the uses generally envisaged for denotational semantics are the 
following:

•  allowing the concepts underlying languages to be specified, so that the 
languages may be better designed, described and understood;

•  allowing laws about programs to be formally justified, so that reasoning 
about programs can itself be validly formalised;

•  allowing implementations of languages to be proved correct relative to 
the semantics;

•  allowing implementations of languages to be generated from the seman­
tics, thereby providing correctness by construction.

Many of the techniques needed in these uses have long been available as 
“laboratory bench” prototypes. Some have been adopted for “pilot plant” 
experiments. The current concern with safety critical systems (and other high 
integrity systems) will certainly lead to their greater exploitation: a high
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integrity kernel requires both a justification that the program meets its 
specification and a guarantee that the code generated for the program can be 
trusted.

The compiler generator described in the book under review uses denota- 
tional semantics to ascribe meanings to programming languages. In this 
respect it is similar to several other compiler generators. It differs from these 
others in that it is structured to encourage the use of more than one version 
of the semantics of a language. These versions of the semantics are written in 
essentially the applicative subset of the programming language ML; this is 
one of the best designed languages in current use and is itself a by-product of 
work on denotational semantics. Different versions of the semantics can offer 
different compromises between, on one hand, their reliance on general 
abstract concepts and, on the other hand, their closeness to the structures of 
an intended target machine for compilation. Of course, one of the versions of 
the semantics (presumably the most general and abstract) must be chosen as 
defining the meaning of the language, and the other versions must be shown 
to be equivalent to it. The book does not explain how to do this (though 
methods are known); yet the need to do it prevents a compiler generated by 
this system from being automatically correct by construction. However, the 
system offers the possibility of trading the simplicity of proofs of compiler 
correctness against the efficiency of compiled code on conventional target 
machines.

The examples given in the book indicate that adequately efficient compilers 
can be generated quickly by systems like this one, even running on a PC. 
However, this efficiency is achieved at the expense of the simplicity of the 
proofs that the compilers are correct. Only if the target machines were 
declarative would both simplicity and efficiency be attained.

Because the input to the compiler generator is written in ML the task of 
generating a compiler should be made more straightforward by using 
systems like this one. Hence such systems could well provide a preferred 
approach to creating compilers, though much of the immediate benefit 
would come from the use of ML rather than the particular facilities of the 
compiler generator. Moreover, where either the target machine is declara­
tive or a suitable equivalence proof is performed, the compilers thus created 
can have their correctness guaranteed. This fact may be central to future high 
integrity systems.

The particular compiler generator described in this book is perhaps unlikely 
to be central to such systems, as at various points in the book the grasp of 
denotational semantics is rather shaky. For instance, the semantic functions 
are not purely applicative: the unique name generators and the treatment of 
recursive procedures depend on hidden state. Also, the different versions of 
the semantics are unlikely to be equivalent; they may all be refinements of a 
further version of the semantics, but the book neither gives that version nor 
suggests how to give it.
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Other books offer introductions to denotational semantics which are both 
broader and deeper. However, the results of work on compiler generation are 
rarely described fully. People wanting introductions to both denotational 
semantics and compiler generation could well start with this book -  but they 
should not stop with it.

R.E. Milne
STC Technology Ltd.,
Harlow,
Essex
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Guidance for Authors

1. CONTENT
The ICL Technical Journal has a large international circulation. It publishes papers of high standard having 
some relevance to ICL’s business, aimed at the general technical community and in particular at ICL’s users 
and customers. It is intended for readers who have an interest in the information technology field in general 
but who may not be informed on the aspect covered by a particular paper. To be acceptable, papers on more 
specialised aspects of design or applications must include some suitable introductory material or reference.

The Journal will usually not reprint papers already published, but this does not necessarily exclude papers 
presented at conferences. It is not necessary for the material to be entirely new or original. Papers will not 
reveal matter relating to unannounced products of any of the STC Group companies.

Letters to the Editor and reviews may also be published.

2. AUTHORS
Within the framework defined by §1 the Editor will be happy to consider a paper by any author or group of 
authors, whether or not an employee of a company in the STC Group. All papers are judged on their merit, 
irrespective of origin.

3. LENGTH
There is no fixed upper or lower limit, but a useful working range is 4000-6000 words; it may be difficult to 
accommodate a long paper in a particular issue. Authors should always keep brevity in mind but should not 
sacrifice necessary fullness of explanation to this.

4. ABSTRACTS
All papers should have an Abstract of not more than 200 words, suitable for the various abstracting journals 
to use without alteration. The Editor will arrange for each Abstract to be translated into French and German, 
for publication together with the English original.

5. PRESENTATION
5.1 Printed (typed) copy
Two copies of the manuscript, typed 1^/2 spaced on one side only of A4 paper, with right and left margins of 
at least 2.5 cms, and the pages numbered in sequence, should be sent to the Editor. Particular care should be 
taken to ensure that mathematical symbols and expressions, and any special characters such as Greek letters, 
are clear. Any detailed mathematical treatment should be put in an Appendix so that only essential results 
need be referred to in the text.

5.2 Diagrams
Line diagrams will if necessary be redrawn and professionally lettered for publication, so it is essential that 
they are clear. Axes of graphs should be labelled with the relevant variables and, where this is desirable, 
marked ofT with their values. All diagrams should have a caption and be numbered for reference in the text, 
and the text marked to show where each should be placed -  e.g. “ Figure 5 here” . Authors should check that all 
diagrams are actually referred to in the text and that all diagrams referred to are supplied. Since diagrams are 
always separated from their text in the production process these should be presented each on a separate sheet 
and, most important, each sheet must carry the author’s name and the title of the paper. The diagram captions 
and numbers should be listed on a separate sheet which also should give the author’s name and the title of the 
paper.

5.3 Tables
As with diagrams, these should all be given captions and reference numbers; adequate row and column 
headings should be given, also the relevant units for all the quantities tabulated. Short tables can be given in 
the text but long tables are better submitted on separate sheets and these, as for diagrams, must carry the 
author’s name and the title of the paper.

5.4 Photographs
Black-and-white photographs can be reproduced provided they are of good enough quality; they should be 
included only very sparingly. Colour reproduction involves an extra and expensive process and will be agreed 
to only exceptionally.
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5.5 References
Authors are asked to use the Author/Date system, in which the author(s) and the date of the publication are 
given in the text, and all the references are listed in alphabetical order of author at the end. 
e.g. in the text: further details are given in [Henderson 1986]”
with the corresponding entry in the reference list:

HENDERSON, P. Functional Programming, Formal Specification and Rapid Prototyping. IEEE 
Trans, on Software Engineering 1986, SE-12, 2, 241-250.

Where there are more than two authors it is usual to give the text reference as “[X et al ...]” .

Authors should check that all text references are listed, and only text references; references to works not 
quoted in the text should be listed under a heading such as “Bibliography” or “Further reading” .
5.6 Style
A note is available from the Editor summarising the main points of style -  punctuation, spelling, use of initials 
and acronyms etc. -  preferred for Journal papers.
6. REFEREES
The Editor may refer papers to independent referees for comment. If the referee recommends revisions to the 
draft the author will be asked to make those revisions. Referees are anonymous. Minor editorial corrections, 
as for example to conform to the Journal’s general style for spelling or notation, will be made by the Editor.
7. PROOFS, OFFPRINTS
Printed proofs are sent to authors for correction before publication. Authors receive 25 offprints of their 
papers, free of charge, and further copies can be purchased; an order form for copies is sent with the proofs.
8. COPYRIGHT
Copyright in papers published in the ICL Technical Journal rests with ICL unless specifically agreed 
otherwise before publication. Publications may be reproduced with the Editor’s permission, which will 
normally be granted, and with due acknowledgement.
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