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Abstract

An integrated class II RF front-end including a 500 mW power amplifier has been designed and
fabricated for the Digital Cellular Communication System operating at 1800 MHz (DCS 1800)
using the standard Philips Microwave Limeil (PML) enhancement and depletion modes ER07AD
process. The IC operates at 3 V supply voltage and includes RF functions of both the Rx (Receive)
and Tx (Transmit) chains. This paper describes the design and experimental performance of the
circuit, which constitutes, to the authors’ best knowledge, the first monolithic 3 V RF front-end for
DCS 1800 cellular communications.

Introduction

RF Integrated Circuits for cellular communications will constitute a considerable market for the
semiconductor industry in the 1995-2000 period, where GaAs technology will play an important
role. Indeed, it is now widely considered that GaAs MESFET technology is particularly well suited
for the implementation of the Tx power stages, where high efficiency amplification is required, and
several Power Amplifiers (PA) have already been reported at L-band. This holds particularly true
since the volume and weight reduction of the mobile terminals leads the battery supply voltages to
decrease steadily to 3 V. Arguments for a monolithic implementation of a complete Rx-Tx front-
end are manifold :

» a power stage uses transistors with high periphery even at medium output power (0.5 to 2
W) and therefore occupies a relatively large area of semiconductor, typically 2 to 3 mm? for a
0.5 W three-stage power amplifier at L-band [1]. The integration of low power RF functions
(Low Noise Amplifier, Local Oscillator and even Rx and/or Tx mixers) can therefore be
implemented at a marginal cost in terms of semiconductor area, thus resulting in a cheap
one-package solution for an integrated RF front-end

» In almost all cellular communication standards, Rx and Tx channels use 2 separate frequency
bands and are alternatively switched. They never operate simultaneously, which excludes
cross-coupling interference problems.

» GaAs enhancement mode MESFET technology leads to excellent power consumption per-
formance allowing the use of low cost plastic packaging required for these consumer products.

General architecture

The block diagram of the designed RF front-end is shown in Figure 1. In addition to the Power
Amplifier, the Tx stage includes an up converter (MTx) mixing the Local Oscillator frequency LO
and the Intermediate Frequency IF_Tx, which is set to 400 MHz. The LO frequency is generated
by a Voltage Controlled Oscillator (VCQ); it is tuned by an external resonator into a frequency plan
ranging from 2110 MHz to 2185 MHz. An external filter is inserted between the MTX output
RF_Tx and the PA input PA_IN in order to remove the signals generated in the image bandwith
from 2510 MHz to 2585 MHz.



The Rx stage consists of a Low Noise Amplifier (LNA) and an Image Reject Mixer (IRM). The
RF input RF_Rx has a bandwidth from 1805 MHz to 1880 MHz, while the IF output IF_RX is
set to 300 MHz, thus resulting in a LO frequency in the range of 2105-2180 MHz. Therefore, as
the same VCO is used for both Tx and Rx modes, L.LO frequencies between 2105 MHz and 2185
MHz have to be available.

Moreover, a 128/129 dual-modulus prescaler is implemented on chip in order to generate from the
LO frequency an output signal of around 17 MHz, which is compatible with standard synthesizers.

The supply voltages of the Rx and Tx chains are alternatively switched off by depleted FET's
controlled by an external signal.

Circuit fabrication

The DCS 1800 RF front-end has been fabricated using PML’s 0.7 um MESFET ER07AD process.
This process uses 3” LEC wafers, gate recessing, Si* implantation, boron isolation, standard
photolithography, dry etching and enhanced lift-off techniques. It is especially suited for low power
L-band to C-band mixed analog/digital applications. Enhancement mode transistors (E-FET) and
depletion mode transistors (D-FET) are available in this process, which both have a typical Fy of
17 GHz. The E-FET threshold voltage is V, = 0.175 V and the drain current is 50 mA/mm at Vgs
= 0.7 V. The D-FET, which is mostly dedicated to power applications, has a threshold voltage
of -2.0 V and an associated drain current of 200 mA/mm at Vgs = 0 V. A photograph of the IC
is shown in Figure 2 , the chip size is 2.5 mm x 2.5 mm.

Power Amplifier

The PA design is designed to reach an output power of over 27 dBm and a Power-Added Efficiency
(PAE) higher than 30 % in the DCS band (1710 MI1z-1785 MHz) under a 3.3 V supply voltage.
The input power at PA_IN is set to 0 dBm.

The design of the three-stage PA is based on the high power-added efliciency of the D-FET in
saturated class-AB and makes use of harmonic enhancement for the interstage matching circuits
(Figure 3). The sizes of the D-FETs are fixed to insure power output capability as well as satu-
ration. Feedback circuits are positioned between the drain and the gate of the depleted transistor in
order to insure low frequency stability. The last output matching network is chosen to be
implemented externally because of the 9 mm gate width output transistor in order to lower losses.
Furthermore, the power gain of the PA can be adjusted by applying gate voltages between -2 V and
-1V on the nodes VG 1, VG2 and VG3 for a total gate current less than 0.5 mA.

The PA performance has been measured at 1.8 GHz under 3.3 V and the results are presented in
Figure 4. For 0 dBm input power, the measured output power is around 27 dBm and the PAE is
higher than 34 %.

Tx stage

A Colpitts type VCO, which is well suited for low supply voltages, is used. The positive feedback
is achieved via a capacitive bridge between gate and source of the E-FET. Two varactor diodes are
integrated on the IC and the LO frequency is determined by the external resonator and the control
voltage CTRL_VCO. Measurements on a similar VCO shows a phase noise of -100 dBc at 100
kHz frequency offset (Figure 5). The signal delivered by the VCO is fed into the up converter MTx
via 2 differential amplifier stages.

The MTx stage is a double-balanced Gilbert cell with a differential IF stage designed with D-FETs
because of the large amplitude (0 dBm) of the input signals IF_Tx. The RF output signals are
taken on the drains of the mixing transistors and are then combined into a low input impedance
push-pull stage. The loads of the Gilbert cell are 1.C parallel networks tuned at the required RIF_Tx
frequency band OL-1F_Tx (1710 MHz-1785 MHz). Thus, the amplitude of the signals in the image
band OL+IF_Tx (2510 MHz-2585 MI1z) is reduced before being filtered externally.

The simulated DC power consumption of the complete Tx stage is around 210 mW.



Rx stage

The ILLNA consists of 2 cascaded E-FETs biased via a resistive bridge which achieves the best
trade-off between gain and noise figure. A feedback loop is added for the stabilization of the
operating points. The input matching of this cell is achieved via an external inductance. The LNA
integrates an Automatic Gain Control, thus providing a conversion gain from -6 dB to 17 dB from
the whole Rx chain by applying an input voltage between 0 and 3 V at the pin AGC_RF.

The IRM removes by phase cancellation the undesired signal and noise generated at the RF
frequency Ol +IF_Rx. It consists of 2 double-balanced Gilbert mixers with a RF differential stage
with one grounded input. The first Gilbert cell mixes the LNA output with the VCO
complementary outputs, the second one with the LO complementary signals phase shifted by 90°.
After mixing, the four phases of the IF signals are available. Two of them with a phase difference
of 90° are combined with the two others via a differential stage so that the adjacent RF image band
is rejected.

The IRM requires therefore the quadrature phase shifting of the LO signals. Each phase shifter is
a RC network and integrates a phase adjustment pin for optimum phase balance. Amplifier stages
are added to the phase shifters so that the phase shifted signals have the same amplitude as the non
phase shifted ones.

The measured performance of the Rx chain indicates a DSB noise figure less than 7 dB, a typical
1 dB compression point of -30 dBm with respect to the input at 1.8 GHz and an input third order
intercept point higher than -22 dBm. Figure 6 shows that an image rejection higher than 25 dB is
obtained for a conversion gain of 16.3 dB at 1.8 GHz. The measured power consumption of the
Rx stage is less than 135 mW under 3 V supply voltage.

128/129 dual-modulus prescaler

The proper division range 128/129 is obtained by 3 cascaded dividers and a pulse swallowing tech-
nique, as indicated in the Figure 7. A control logic driven by the input pin CTRIL,_PR ensures
correct toggling of the divider by 5/6. The design goal is to reduce significantly the power
consumption of the prescaler. The use of dynamic logic is therefore required [2]. A dynamic flip-
flop is easily implemented using 2 transmitting gates and 2 Direct Coupled FET Logic (DCFL)
inverters as shown in Figure 8. The divider by 5/6 (operating at the highest frequency) and the
divider by 4 use dynamic flip-flops. The dynamic logic is limited by a minimum operating
frequency of around 500 MHz given by the discharge time of the flip-flop noninverting stage. This
limitation is alleviated by adding a memory cell in parallel to the dynamic flip-flop leading to
semidynamic flip-flop (Figure 9). The divider by 6 has been designed with such flip-flops.

Moreover, as the DCFL gates requires only a 1.5 V supply voltage, a middle node VDB = 1.5V
is generated on chip via a resistive bridge. The divider by 5/6 is implemented between VDB and 3
V, and the 2 other dividers between the Ground and VDB in order to reduce the prescaler power
consumption.

The division of frequencies from 1.9 GHz to 2.3 GHz under 3.0 V with a power consumption of
around 15 mW is obtained.

Conclusion

A fully monolithic 3 V class II DCS 1800 RF front-end integrating a 500 mW power amplifier, a
Rx low noise amplifier and image rejection mixer, a Tx up converter mixer as well as a voltage
controlled oscillator and a PLL dual modulus prescaler is demonstrated. Performance compatible
with its integration in a DCS 1800 terminal is obtained, thus demonstrating the validity of the
monolithic approach. A low cost, SMD packaged, simplified version will be introduced on the
market by the end of 1994.

Extensive experimental data will be presented at the conference.
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Figure 1 : Block diagram of the 3 V DCS 1800 RF front-end IC

Figure 2 : Photograph of the 3 V DCS 1800 RT front-end IC

6



g
2
o

Hig
ta
(O

VG2 Gip Vel

e
¢

It
1" i
K L1 é
IN OHf ]-‘-l
03
g GHD CND
é GND  GND
GHD
CND GND —
T 0
ﬁ D G0 vym
G VDl

Figure 3 : Block diagram of three stage power amplificr

Three-stage Power Amplifier
F=18GHz Vdd=33V

30 60

25 — 1 50
= - —_~
) — — ./0/”"/*/&/’% e
= S S _a—a 40
~ >— ‘/A <
b a5 o
3] & -
CB: 15 /‘/ 4 30 ;:"
e s :
210 e 420
=3 o
©) // s

5 “‘/‘/ -1 10

0 1 1 1 1 1 I L 1 1 1 1 L L | 1 1. O

1099 8 -7 6 5 4 3 2 -1 0 1 2 3 45
Input Power (dBm)
_u- Output Power (dBm) -+ Drain Current Id (x10 mA)
- PAE (%)

Figure 4 : Output power, PAE and drain current curves versus input power

7

{1 OUT



dBc/Hz
wh )
MM@
TN
»
*J\a‘_
MW‘J
A
\f
ﬁm
"“\Hh " l
T
T
rAalLL |
l'"'\’f‘
1 | L LR T T T T TTTT L L L LA 1 I 1B BRI
1KHz 10KHz 100KHz 1MHz

UARICAP1.2VU

Cal PM = 0.43 U/rd

Figure 5 : Phase noise of the Voltage Controlled Oscillator

Fc Loop
S lopeVCo=

SHz
2Hz/7U

1 | E T
CH1: AR-M +16.27 dB | | |
50dB/ REF 4dB R N
| ; 'i
| sl | |
: . iR e .
; |
| | |
| | !
| ?
| | ? |
| ] Ty
| : r \M' i
| | | | Mﬁ& ) M1
STRT +1.86000GH= CRSR +1.8000GH= STOP +2. B000GH=

Figure 6 : Conversion gain vs RF frequency for a fixed LO of 2100 MHz

8



DIVIDER BY 5/6 DIVIDER BY 4 DIVIDER BY 6
OUT_PR
Q Q Q M
CK CK CK
A\ CIRL A JAN
Fin (LO)
CONTROL _ CTRL_PR (128/129)
LOGIC
Figure 7 : Block diagram of the 128/129 dual-modulus prescaler
D Q
Vvdd
CK ck Q
Out
In
Vss

Figure 8 : Block diagram of the dynamic flip-flop

D T—l>—"__' °

Q

Figurc 9 : Block diagram of the semidynamic flip-flop
9



Push-Pull Receiver Input amplifier
stages -— The Solution to Intermod Problems

Hans Sapotta, TEMIC (Telefunken Microelectronic GmbH, P. 0. Box
3535, D7100 Heilbronn, Germany; 49/7131/67-2244

Today’s battery operated handhelds require an optimal sensitivity
an excellent large signal behaviour and an extremely low dc poweé
consumption. But as normally the large signal behaviour is
directly combined to dec current, there exists a system boundary
that could not be passed up to now.

The new circuit offered here allows an increase in IP3 of 17dB at
8nmaA dc cqrrent with almost no decrease in gain, noise behaviour or
reverse isolation. IM2 behaviour is improved as well as higher
order intermodulation (see table below).

These results are achieved with a push pull complementary grounded
base _arrangement. A NPN bipolar transistor and a pnp bipolar
transistor operate as parallel amplifiers for high frequency
glgnals. If the supply curremt through both devices is equal, the
intermod distortions compensate each other to a certain extené and
therefore a nearly ideal 1linear amplifier is built. The same
current through both devices is achieved by simply switching both
transistors in series. One can connect either the emitters or the
collectors of both transistors. Both circuits are equivalent in
their _electrical behaviour, so that practical aspects 1like
operating point stabilization or signal handling may decide what
is preferred. For a correct function, the parallel ac operation
must be maintained down to the lowest difference frequency of two
ggsstble input signals. '

e transistors need not be matched, just taking simila i
sufflclent. The resulting noise figure is aboué;the me;z-§Z§§: ;E
the noise figure of the npn- and pnp-dev1ce.

Taking over these results to FET-devices suffers from the fact
that matching becomes necessary, as FET devices do not follow the
Shockley’s equation.

It is planned to extend theSe results from amplifier devices to
miver devices. First results dre quite promising.

device MOSFET BJT Push Pull BJT
circuit grounded source| grounded base grounded base
source imp. 500 Q 50 0 50 0
F/db 0.8 1.0 1.2
Gain/dB ‘ 20 10 10
IP2/4Bm 26 46 51
IP3/dBEm 0 10 27(=0.5W)
IP5/dBm -9.5 9 18

Table 1: Comparing different devices as receiver input stages
Srer at
100MHz and 8mA biasing current (measurement values)g
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A low—-voltage IC front-end for cellular radio

Sheng Lee and Alvin Wong
Philips Semiconductors, 811 E. Arques Avenue, P. 0. Box 3409, Sun-—
nyvale, CA 94088-3409

Today's portable cellular users are demanding smaller, lighter
phones with loner talk time. In response, cellular phone manufac—
turers are forced to use highly integrated and low-voltage ICs in
their designs. The Philips S5A401 front—end IC fulfills these needs
by incorporating a high-performance LNA and mixer in a single 3~V
device. The 5A&401 can be combined with the Philips S5A606 (low-
voltage FM/IF) and SAS5732/5A5753 (low-voltage audio processor chip-

set) to form a complete 3-V receiver section which meets AMPS speci-
fications.

This presentation will discuss the importance of a high-performance
integrated front-end to meet the striect requirements for cellular
radio. Additionally, S5A&601 performance graphs will be shown along
with performance graphs for the entire cellular receiver.
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A Monolithic Quadrature Demodulator and Digitizer for PSK and
QAM Applications

Jim Marsh, Scott Williams, Brent Jensen
Tektronix Microelectronics, P.O. Box 500, Beaverton, OR

Simon Atkinson, Jonathon Strange
Mosaic Microsystems LTD
3 The Old Yard, Rectory Lane, Brasted, Westerham, Kent, England

Dave May, Tom Bilotta, Fred Harris
TV/COM International, 16516 Via Esprillo, San Diego, CA

Abstract

The signal conditioning and processing required in modern QPSK and QAM modems is performed by
imbedded low cost, high performance digital signal processors. Sample rates exceeding 60 MHz (I/Q),
representing input bandwidths up to 45 MHz, can now be supported in consumer grade products. The
pre—processing task required of a DSP based modem is the transformation (or transduction) of the modulated
input signal from an input IF carrier to a pair of quadrature baseband analog to digital (A/D) converted data
streams. While conceptually simple to implement, this conversion represents a formidable challenge at the 60
MHz sample rate. This transformation, requiring a quadrature spectral translation, anti-aliasing filtering,
sampling, quantization, and binary coding has been implemented by a versatile, highly integrated, mixed mode
integrated circuit which we introduce and discuss here.

Introduction

Digital signal processing (DSP) techniques are being applied to the implementation of various stages of radio
receivers (and in particular, modems) for a number of reasons. These include improved cost—performance
considerations, reduced costs of manufacturing, alignment and testing, reduced inventory requirements in
support of a product line, low cost for product enhancements, and ease of incorporating growth features.

Modems can be implemented incorporating various degrees of imbedded DSP. The interface between the
analog and digital portions of the modem is the analog to digital converter (ADC). The location of this
interface is related to the required performance parameters of the converter. The most important parameters are
signal bandwidth and signal to noise ratio which define, respectively, the necessary sample rate and effective
number of bits required for the conversion. Additional considerations are stability of the sampling clock,
aperture uncertainty, quadrature channel matching, and the cutoff frequency of the quantizer networks. Subject
to satisfying these considerations it is desirable to locate the analog to digital interface as early in the processing
chain as possible.

Conventional quadrature receiver architectures designed to leverage the advantages of DSP have relied on
separate functional blocks for the IF gain, quadrature demodulation, baseband filtering, I and Q sampling,
clock generation, and local oscillator subsystems, resulting in considerable complexity and cost. This
traditional implementation is particularly unsuited to a volume production environment due to the difficulty of
achieving repeatable amplitude and phase matching of I and Q channels without post-assembly adjustments.

We discuss here a highly integrated component that provides IF to baseband quadrature demodulation,
anti—aliasing filtering, and A/D conversion on a single monolithic die. The high level of integration, combined
with superior specifications, provides a reliable cost effective solution for the most demanding of vector
modulated digital receiver applications.
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Architecture

Functional Description

The component can be functionally divided into two block diagrams, illustrated in figures 1 and 2. The analog
signal conditioning, consisting of IF processing, quadrature demodulation, baseband lowpass filtering, and
buffering functions are shown in figure 1. The ADCs and supporting circuitry are illustrated in Figure 2.

IF Quadrature Demodulator

We now present details of the quadrature demodulator block of the component which is shown in figure 1. This
block integrates the IF processing functions which includes a controlled input impedance amplifier, a variable
gain amplifier, and matched mixers to produce the I and Q baseband signals. The block also includes an
integrated VCO, a divide—by—16 frequency prescaler, and an active phase shift network which forms the
quadrature LO signals. The final portion of this block contains a pair of integrated active low pass filters and
baseband amplifiers to supply the drive levels required by the ensuing ADCs. -

Power
Detect

PDETI

AGC o%

i 10-30 MHz
IFIN
AGC
IFINB
—40dB—-0dB

Baseband
Channel I

10-30 MHz
<
0 Baseband
f Channel Q
% TUNEQ OFFSETQ
S
TNKA VCOPRE Power PDETQ
Detect
DIV-16§

TNKB '\B VCOPREB

Figure 1: IF Quadrature Demodulation Network

The IF input amplifier is a wide bandwidth 50 ohm input impedance amplifier with sufficient insertion gain and
linearity to provide an IIP3 of +5 dBm for an expected input power of —10 dBm. Differential inputs are
provided, but single-ended drive is accepted with proper termination of the unused input. A variable gain cell
follows the input amp. This cell uses a modified double balanced mixer topology to provide an attenuation
range in excess of 40 dB. An amplifier follows the variable gain cell to provide additional gain and drive to the
mixers. Linearity is enhanced by a current feedback topology and by buffering the degeneration resistors. A
classic double balanced mixer cell is the core of a baseband power detection function, provided for each of the
two channels. A differential to single ended converter drives the on board gyrator filters.

The negative resistance amplifier of a resonant tuned oscillator is provided on chip. A differential topology is
utilized to provide maximum interference rejection. The oscillator is buffered, and drives a quadrature
generation network as well as a divide-by—16 prescaler.

A variation of a phase lock loop topology is utilized in the quadrature generation circuitry to provide the
stringent phase error specifications called for in this design. This architecture uses a variable delay element, a
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phase detector, and an integrator in a feedback loop to lock the I and Q LO signals at 90 degrees phase
difference.

A fully integrated 5th order Butterworth low pass filter is realized using a gyrator topology. The cutoff
frequency is adjustable from 10 MHz to 30 MHz. The filters for each channel are independently adjustable.

The baseband amplifier, one each for the two channels, provides 29 dB of gain to drive the A to D converter.
The amplifier exhibits a 3 dB bandwidth in excess of 120 MHz, providing a maximally flat response from DC
to 20 MHz. Each amplifier has an offset adjustment to compensate for any offsets introduced by the filters.

A/D Converter

The dual ADCs and supporting circuitry are shown in figure 2. This block integrates two matching 6 bit flash
ADCs, the clock generation network, and all the bias and reference generation circuitry.
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Figure 2: Dual ADCs and Supporting Circuitry

Each ADC provides 6 bits of resolution, and is implemented using a full flash topology. All signal paths in the
converter are balanced to minimize common mode interference and eliminate ladder droop. The converter uses
a Thermometer to Grey to Binary decoding sequence to minimize the errors due to out of sequence codes when
digitizing a high speed signal. The decoding sequence is coupled with appropriate delay elements to drive
metastable related errors to a statistically acceptable level. The data is latched, and is available to the user in
either a 2s complement or offset binary format.
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The resistive ladder, which provides the threshold voltages for the ADC comparators, is driven by an on chip
reference amplifier. A ladder and reference amplifier is provided for each channel. The reference amplifiers’
drive levels, derived from a bandgap voltage, define the full scale input voltage of the ADCs. The common
mode levels of each reference amplifier are designed to mimic the common mode voltage of the corresponding
baseband amplifier. Feedback is incorporated to insure proper common mode match between reference and
signal.

The clock generation network accepts a sinusoidal input from the user, buffers and translates the signal, and
drives the programmable sample rate prescaler as well as a reference clock prescaler. The programmable
sample rate divider determines the actual sample rate for the ADC and the data clock out, as well as the latched
output data.

Most reference and bias levels are generated from master bandgap reference cell. This cell provides supply
independent biasing, and both temperature independent and PTAT bias are available. Slave reference cells
provide the reference and bias signals for the various functions.

The design includes an independent single supply operational amplifier for use as determined by the user. The
op amp runs on a single +10 volt supply and provides greater than 85 dB of open loop gain, 10 MHz gain
bandwidth product, and less then 1 uVpp integrated noise voltage. This op amp is useful in AGC loops or for
conditioning the filter cutoff frequency adjustment.

The Interface

The interface between the RF front end and the ADC consists of differential baseband signals and all reference
signals necessary for the circuitry. The baseband amplifier must only drive a high impedance load, as the signal
remains on chip. The power requirement of the baseband amplifier is thus considerably less than that required
to drive a signal off chip into a controlled impedance environment. The monolithic solution also provides
simplified bias requirements, as all gain dependant functions will track over variations in process. This
eliminates the need for the user to compensate for changes in gain from part to part, and from channel to
channel.

Banner Specifications

The design boasts many characteristics that have never before been achieved in monolithic form. The level of
integration will simplify the job of the receiver designer by eliminating several of the traditional interfaces
required by discrete designs. The high level of integration will decrease the total parts count of a design,
increasing the reliability of a receiver system.

Each channel ADC provides 6 bits of resolution at a sample rate of 60 MSPS. The dynamic resolution of the
converter degrades by only 0.5 effective bits for input frequencies near nyquist. The dynamic accuracy of the
converter is possible due to proprietary design of the comparators and the process technology specifications.
Metastable errors that might contribute to Bit Error Rate (BER) have been statistically eliminated by
appropriate placement of signal regeneration. In addition, the Thermometer to Grey to Binary conversion
insures that any problems in the conversion will result in at most a 1 LSB error at the output.

The quadrature generation network utilizes the PLL topology mentioned above to achieve unprecedented phase
and amplitude accuracy in a monolithic quadrature demodulator.

The variable gain amplifier discussed above exhibits a range of attenuation from —3dB to an excess of -43dB,
thus delivering an input dynamic range in excess of 40dB.

The filters are realized utilizing a gyrator topology and implement a fifth order Butterworth response. The
cutoff frequency of the filters can be adjusted between 10MHz and 30MHz via an analog input. The variable
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cutoff characteristic is useful in multi-sample rate situations, where the baseband signal has a predetermined
bandwidth. The integrated filters provide superior channel to channel matching, in addition to simplifying the
overall system design.

Isolation Issues

A design with this level of complexity will provide many opportunities for unwanted coupling between various
functions of the chip. The majority of these isolation issues involve the digital outputs and the associated
harmonic energy coupling into the circuitry in question, either through the substrate or via the package parasitic
capacitance and mutual inductance. Several design techniques were utilized to minimize the effect of coupled
signals, including the use of differential topologies for all analog and digital signals. Differential I/O was used
wherever possible to increase isolation through the package and on the board. The digital outputs have been
designed with controlled rise and fall times into well defined loads to limit the harmonic energy. The integrated
filters, where the signal path is single—ended, utilize grounded capacitors to take advantage of a parasitic PN
junction, thus increasing the substrate isolation. The prescaler divide ratio was chosen such as to guarantee the
prescaler frequency does not fall in the baseband. Finally, separate supplies are brought out of the package to
insure sufficient cell to cell supply rejection.

Results

Chip Statistics

The die measures 156 x 129 mils2, and a die photograph is shown in figure 3. The design integrates 500 cell
instances and utilizes 10,000 transistors and 10,000 passive elements. The component dissipates 1.3 watts at
room temperature, and is packaged in a 100 pin MQFP.

S
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Figure 3: Quadrature Digitizer Chip Photograph

The design is fabricated on a trench isolated, double poly-silicon, bipolar technology. The NPN transistors
exhibit a nominal f of 14 GHz, and may be scaled to a minimum area of 8 x 12 um?2. At this minimum size the
junction capacitors have the following values: Cjc = 15.5fF, Cje = 9.3fF, and Cjs = 11.3fF. The technology also
offers lateral PNPs, schottky diodes, 200 ohm/sq poly-silicon resistors, 50 ohm/sq thin film trimmable
Nichrome resistors, and MOS capacitors.
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Four layers of interconnect are available, including three layers of gold and 1 ohm/sq poly-silicon. The
poly-silicon and bottom two layers of gold metal may be patterned at a 4 um pitch. The third gold layer may
be drawn at a 16 pm pitch. This top gold layer is very useful for power bussing, as it is twice the thickness of
the other two layers of metallization.

Measurements

Evaluation was performed on the die to determine part functionality. All major blocks of the chip were
functional. The range of IF Gain vs. AGC input, shown in figure 4, enables the component to deliver greater
than 40 dB of dynamic range.

The result of the quadrature demodulation process is shown in figure 5, which shows both I and Q baseband
signals that are the result of a 684MHz VCO frequency and a 664 MHz IF frequency. The test environment
necessitated the averaging of the baseband signals, but this will only serve to ease the measurement of any
systematic quadrature phase or amplitude error. The measurements in figure 5 result in a phase error of less
than 0.3 degrees and an amplitude error less than 0.1 dB.

The ADC linearity is presented in figures 6 and 7. The maximum integral linearity error and differential
linearity error are both less than 0.2 LSB. The measured gain match is less than 0.05 dB.
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Figure 4: IF Gain Vs. AGC Control Voltage Figure 5: I and Q Baseband Signals
Conclusions

The emergence of DSP techniques that drive digital communication and data compression technology is
enabling consumer and industrial applications not economically feasible just a few years ago. These markets
will put cost pressure on traditional receiver implementations, thus encouraging integration of functionality.
New technologies will require greater performance requirements on these functions, again requiring increased
integration of traditional discrete designs. A component is described that performs the IF to baseband
quadrature demodulation, anti-aliasing filtering, and digitization in a format compatible with evolving digital

17



demodulation and video compression standards. This design delivers exceptional dynamic range, linearity,
dynamic accuracy, and is targeted for emerging QPSK and QAM applications.

208m —

208m —

158m =

158m —

ANV EEE

58m -E

|
: i
Y, !L : ° [ZVV\ jl N\

@ O

188m — T

SRR

D cC —0®0oD

Q -

|
— |
[

Tt

|
“\,f‘m\
|

/
//e’_‘

r -58m —:

]
£}
il
2
o]
el
|
LS
]

r z
-188m —

-1SBm_:

- mwr A
o
=
3
vebaa
] S
-~

LI LR L I R B -200m = e e e e
s 19 15 28 25 30 35 48 45 58 SS 14 5 10 15 20 25 30 35 48 4c 50 55 68
Threshuld Threshold

Figure 6: ADC Integral Linearity vs. Threshold Figure 7: ADC Differential Linearity vs. Threshold
Acknowledgements

Special thanks goes out to Keith Rast and Chris Saint for mask design, Dan Knierim, Walt Ainsworth, Dick
Hung and Randy Lloyd for circuit design and consultation, Dave Entrikin for test and characterization, Tony
Wechselberger, John Brewer and Don Becker for systems level consultation, and Chuck Miller, Mason Wood,
Allen Hughes and Richard Lodge for consultation and support.

References

Harris, F.J., and Wechselberger, T., "Multirate All-Digital Modems for Compression,” 1993 NCTA Technical
Papers, 42nd Annual NCTA Convention, June 1993: reprinted in Communications Technology, Trade Journal
of Society of Cable Television Engineers, Sept. 1993, pp. 20, 22, & 34.

Harris, EJ., ”’On the Design of Pre-Equalized Square—-Root, Raised Cosine Matched Filters for DSP Based
Digital Receivers”, 27th Asilomar Conference on Signals, Systems, and Computers, 31 Oct.—3 Nov. 1993

Harris, EJ., "Design Considerations and Design Tricks for Digital Receivers”, 9th Kobe International
Symposium on Electronics and Information Sciences, Kobe, Japan, June 18-19 1991

G. A. DeVeirman and R. G. Yamasaki, ”’Monolithic 10 — 30 MHz Tunable Bipolar Bessel Lowpass Filter,”
IEEE Proc. ISCAS, pp. 1444-1447, 1991

J. Marsh, et. al., ”A 10 Bit 75 Mega—Sample Per Second A/D Converter,” IEEE Proc. CICC, paper 26.6, 1991

T. Yamaguchi, et. al., ”Process and Device Performance of a High-Speed Double Poly-Si Bipolar Technology
Using Borosenic—Poly Process with Coupling-Base Implant,” IEEE Trans. Electron Devices, vol. 35, no. 8, p.
1247, Aug. 1988

18



Fractional-N Frequency Synthesizers for Next Generation Cellular and
Wireless Applications

Wing S. Djen and Daniel J. Linebarger

Philips Semiconductors
811 E. Amues Avenue
M/S 61, P. O, Box 3409
Sunnyvale, CA 94088-3409
US.A

dbstracz

The phase detector comparison frequency of the described 1 GHz fractional-N PLL
frequency synthesizer can be either 5 or 8 time higher than the channel bandwidth. This
implies that the close-in phase noise of the carriers can be up to 14dB (20logS) and 18dB
(20logs) lower than the ones generated by the traditional synthesizers. At the same time,
since the reference spurs are at least 5 times further away than the next channel, wider
loop filters are allowed to use, which yields & faster switching time. By simple software
programming, the device can switch between two loop. filter configurations, where loop
responses can be designed differently in switching or steady state. Combined with low-
noise and fast lock-time performance, this fractional-N synthesizer is a true winner for the
next generation cellular and wireless handsets.
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A 1-V CMOS FSK receiver
for wireless applications

David Shiels and Evert Dijkstra, Centre Suisse d'Electronique et de
Microtechnique §. A. (Neuchatel, Switzerland)

This paper will report on an extremely low voltage (1 V) CMOS pro-
cess for battery-operated wireless circuits and systems. Results
will be shown for a low—current FSK receiver chip that is suitable
for a variety of applications.
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The Applications of Advanced CMOS/CCD
Technology in Spread-Spectrum Receivers

Scott C. Munroe
Analog Devices, Inc.
617/937-1245

Introduction

Recent advances in charge-coupled device (CCD) signal-processing technology,
together with its merging with mainstream silicon CMOS technology, make it an attractive
candidate for many functions in wireless receivers. Integrating a high-speed, low-voltage
CCD with a mixed-signal CMOS process allows discrete-time analog signal processing
sample rates and bandwidths to far exceed those possible with switched-capacitor filter
(SCF) technology. Indeed, sample rates are increasing rapidly as the technology is scaled.
We believe that as scaling progresses below 1 [lm sample rates and bandwidths will equal
or exceed those practical with surface acoustic wave (SAW) and acoustic charge transport
(ACT) technologies. Even at these high speeds the CCD will retain its advantage of low
power and precise, programmable clock control of delay.

This availability of high-speed, low-power discrete-time analog technology allows
many receiver functions to be implemented more efficiently than with either pure analog or
pure digital signal processing (preceded by an A/D converter). Furthermore, with the
merging of advanced CCD technology with CMOS (ultimately BiCMOS) technology
many receiver functions can be implemented on the same chip, each in the most
appropriate technology. In this manner the highest performance/cost ratio can be achieved
at the system level.

Requirements of Spread-Spectrum Communications Receivers

Spread-spectrum communications technology has long been used by the military
and NASA because of the well-known advantages in the areas of security, fade resistance
due to reduced multipath sensitivity, immunity to interference, and ability to accommodate
more users in a given bandwidth. However, the high cost of spread-spectrum technology
has inhibited its use in the commercial sector until recently. This situation is rapidly
changing as a result of advances in IC technology. With the recent approval of
Qualcomm's code-division multiple-access (CDMA) format as the interim standard for
cellular telecommunications in North America this trend to spread-spectrum
communications should accelerate. In addition, the Global Positioning Satellite system
(GPS) employs spread-spectrum technology. The civilian applications of this extremely
precise navigation system are growing rapidly as the cost of GPS receivers decreases. For



example, personal navigators coupled with digital mapping technology promise to
revolutionize automobile driving once the cost of the technology reaches consumer levels.

In spread-spectrum systems the signal bandwidth is spread over a much wider
bandwidth either by frequency hopping (FH) of the carrier or pseudonoise (PN)
modulation of the signal. Communication systems have been built that use both of these
spreading techniques simultaneously. Common to both types of systems is the use of error
correction techniques to mitigate the effect of an occasional missed or corrupted
transmission.

In the FH case the instantaneous carrier bandwidth is identical to the signal
bandwidth. Accommodation of multiple users is achieved by assigning different carrier
hopping patterns to the different users. For the PN case, the signal bits are modulated by
a much higher frequency code (in communications jargon the bits in the PN code are
called "chips," and the PN bit rate is referred to as the "chipping" rate). Hence, the
instantaneous bandwidth is much wider than the signal bandwidth. A desirable result of
this wider instantaneous bandwidth is that the instantaneous spectral power density is
lower than in the FH case. Consequently, a transmitter causes less interference, and
without error-correction coding more users can simultaneously occupy the same
bandwidth. Furthermore, the direct-sequence transmitter will drop below the thermal
noise floor of the receivers at a shorter range, thereby allowing greater spatial reuse
options. Accommodation of multiple users is effected by assigning different PN codes to
individual users. In both FH and PN cases security is added by randomizing and
frequently changing the hopping patterns or PN codes, respectively.

In both types of spread-spectrum systems the receiver must coilapse the spread
signal and recover the original information. To perform this function in the FH scenario a
hopping local oscillator (LLO) is required for "dehopping” the carrier. For a fast hopper a
very fast-settling frequency synthesizer is required to generate the hopping LO. For the
PN case a programmable matched filter is needed to strip off the PN modulation from the
signal. However, this matched filter must sample at the PN chip rate (or higher), which
can be many times the bit rate of the original signal. Furthermore, when the PN code is
changed rapidly the matched filter must be able to update its reference code quickly, with
minimum dead time in the signal path.

In scenarios where signal acquisition time is unimportant simple serial correlators
suffice for the PN case. Here, the synchronized receiver adds up appropriately-weighted
samples of the modulated signal and determines whether the original signal chip was a 1 or
0. Because the acquisition time tends be very long for serial correlators [proportional to
(number of chips)zx(chip duration)] this approach is appropriate only for systems whose
messages are long compared to the acquisition time.

In an increasing number of cases, however, rapid and frequent acquisition is
required. Mobile communications and navigation systems often experience dropouts due
to fading caused by buildings, bridges, tunnels, etc. ~Furthermore, modern digital
communications systems are increasingly using packet-switching techniques to transmit
data. Virtually all data transfer is packetized in new systems today. For example, the
telephone system is converting to asynchronous transfer mode (ATM) technology, a form
of packet switching. Such packets tend to be short (~100s of bits), and adding a
synchronization sequence to each packet incurs a stiff overhead penalty that decreases
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effective throughput. Consequently, parallel matched filters are ofien required to
significantly reduce acquisition times. Such filters are able to look at a pipelined sequence
of samples simultaneously and rapidly determine the point in time when the received
sequence matches the stored reference. To perform this matched-filtering operation
requires a massive amount of high-speed signal processing, with simultaneous delays, and
multiply-adds of a large number of signal samples required. Up until recently, it has been
difficult to implement programmable high-speed matched filters of the required length with
acceptable throughput, power dissipation, and component count.

The sample rate required in the matched filter can be surprisingly high. Take the
case of a voice signal represented by a 16-kb/s stream. If each bit in that stream is
modulated by a PN code of length 256 then the resulting stream has a bit rate of 4.1 MHz.
This information must be sampled at a minimum of 4.1 Ms/s (and often at twice that rate).

The situation for Ethernet is even more dramatic: if the 10-Mb/s data stream is
modulated by a 12-bit PN sequence the resulting stream must be sampled at a minimum of
120 Ms/s. The FCC mandates that a spreading factor of at least 10 be used in wireless
spread-spectrum communication systems, and the limit on transmitted power in the
allocated slots is 1 W. The C-band (5.400-5.525 GHz) bandwidth allocation is 125 MHz,
the S-band (2.400-2.4835 GHz) allocation is 83.5 MHz, and the L-band (902-928 MHz)
allocation is 26 MHz. For highest data rates the maximum bandwidth allocation should be
used, and to do so will require very high-speed matched filters.

At the other end of the transmitted power budget are spread-spectrum systems
intended for low-power inter- and intra-building and personal communication systems.
Here, the extremely low limit on transmitted power (~1 mW), coupled with the multipath
environment common in buildings, severely degrades the signal-to-noise (S/N) ratio. The
instantaneous power limit is too low for FH systems to be used effectively. To mitigate
the effects of low power and multipath, PN systems with long codes are desirable because
the noise and interference typically are uncorrelated to the PN code used to modulate the
signal. Therefore, the S/N power ratio improves by the number of PN chips per bit. For
example, a PN code of length 256 increases the S/N by 24 dB.

Because increasing the spreading bandwidth improves all of the desirable features
of a spread-spectrum communications system there is inexorable pressure to build faster,
wider-bandwidth systems. This trend, however, conflicts with the requirements of
wireless systems: low power and low cost. Hence the need to implement each function as
efficiently as possible.

Finally, modern digital communications systems tend to have "bursty" data.
Packet radio is a good example of such a system. If the duty cycle of the data is low
enough it would be desirable to absorb and store the burst but process the signal during
dead time at a bandwidth or data rate lower than that of the incoming signal. At a 50%
duty cycle there is no advantage (readout rate must equal input rate). However, as the
duty cycle decreases below 50% the readout rate can be significantly reduced. At a duty
cycle of 1/3 the readout rate can be half the input rate. At a 10% duty cycle the readout
rate can be 1/9th of the input rate. The advantage to this scheme, known as FISO (fast-in,
slow-out) is that many of the downstream signal processing components can be slower,
lower power, lower cost, and potentially lower noise. To realize the full benefits of FISO,
however, requires that the high-speed input sampling and storage circuitry be very area
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and power efficient. This generally is not the case when flash A/Ds and high-speed digital
memory are used for this function.

A summary of the requirements of wireless spread-spectrum communications
receivers is given below.

Summary of spread-spectrum receiver requirements

o Fast, programmable, parallel matched filters
-For wideband PN systems requiring rapid acquisition

o Fast-settling frequency synthesizers for building fast-hopping local oscillators
-For fast-hopping FH systems

e Long, programmable matched filters for narrowband signals
-For low-bandwidth, low-power systems requiring long PN codes

e High-speed, low-power FISO circuitry to absorb data bursts
-Allows processing of signals at lower speed, power, noise, and cost in low-duty-
cycle systems

e Low-power, low-cost components for consumer wireless applications

As will be discussed below, advanced CMOS/CCD technology can be of great benefit in
meeting many of these requirements.

Characteristics of Advanced CMOS/CCD Technology

Signals can be represented in the voltage, current, or charge domains. Historically,
the use of the voltage domain has dominated, with the current domain sometimes
employed in applications where its advantage in speed cutweighs its typically higher
power dissipation (e.g., RF, ECL). As geometries and power supply voltages are reduced,
however, these two domains become more difficult to use. In the case of voltage-domain
circuits, headroom, noise margins, and speed are negatively impacted by shrinking
geometries and supplies, and higher parasitic capacitance. In the current domain,
performance is degraded by reduced headroom and more resistive devices and
interconnects. Because a current inevitably flows between supplies ihe number of signal-
processing operations (each requiring at least a diode drop) that can be performed before
this current must be "reflected" off a supply is severely diminished as headroom drops.
Indeed, even the reflection requires a minimum of a diode drop, and is itself a source of
signal degradation and power dissipation.

More recently, charge-domain signal-processing techniques have begun to make
inroads. Charge is the fundamental electrical quantity (voltage and current are
manifestations of charge), and the processing of signals in the charge domain appears to
have significant advantages in many applications. As IC technologies are scaled below
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about 2 um they become much more capacitive. Charge-domain signal processing takes
advantage of this inevitable trend: higher capacitance per unit area allows higher charge
densities. In switched-capacitor filter (SCF) technology, for example, the easy availability
of capacitors and good switches have made it possible to replace "current through a
resistor” with "charge on a capacitor” as a way to process signals. Such capability allows
precision and programmability to be achieved with the control clock, rather than a fixed
precision resistor. Furthermore, a savings in power is frequently realized. However, SCFs
require voltage-domain feedback in order to move charge from one capacitor to another.
This has resulted in frequency limitations that have restricted the use of SCFs to
applications requiring sample rates below approximately 1 MHz (depending upon the
required accuracy).

CCD signal processing does not require feedback to transfer charge. Its
characteristics more closely resemble those of current-domain signal processing, but with
the strong advantage of a self-restoring operating point after each transfer. Although
many of the advantages of CCD-based signal processing have long been recognized, the
high voltages, multiple clock phases, and high capacitance of early CCDs made it difficult
to realize the advantages. However, these drawbacks are historical, not fundamental;
many stem from the attempt to use CCD imager processes for signal-processing

applications. The requirements for imaging and signal processing are so different that IC

processes tailored for the former are unsuitable for signal processing.

CCD signal-processing technology has made major strides over the past decade.
The advances have been so rapid that most public domain references are out of date.
Noteworthy among these advances are the reduction of operating voltages to 5 V and the
perfection of uniphase clocking [1]. The lower voltage and use of a single clock have
been accomplished without a reduction in maximum CCD charge transfer rate. Indeed, 5-
V CCDs fabricated in the late 1980s with older 4-um NMOS/CCD technology had
reached test-equipment-limited speeds of 370 MHz [2]. Both device-level simulations and
experience indicate that CCD charge transfer rates far exceed the ability of the on-chip
peripheral circuitry to keep pace.

These recent advances have made CCD signal-processing technology compatible
with 5-V CMOS technology. Simulations of more advanced CCD structures indicate that
operation down to at least 3 V should be possible. It should be emphasized that CCD
structures and processes designed for signal processing are much simpler than those for
imaging applications, where optical and anti-blooming characteristics are critical. The
simpler CCD structures are much more compatible with standard MOS technology.
Furthermore, it appears that the compatibility with CMOS and BiCMOS technology
improves as geometries are scaled down.

CCDs transfer packets of charge under clock control. The packets reside in
potential wells created by MOS capacitors (see figure 1). Because of leakage currents the
charge packets cannot be stored indefinitely; hence, CCDs are dynamic devices. In
modern CCD technology this leakage current ("dark current") is very low, and storage
times of 100s of Hs at room temperature is possible. Storage times decrease with
increasing temperature.
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The charge-coupling effect occurs when adjacent MOS capacitors are close
enough to cause their underlying potential wells to merge. By the application of
appropriate voltages to the MOS capacitor gates the charge packets can be moved with a
transfer efficiency exceeding 0.99999 in modern devices. Such high transfer efficiencies
imply that in the transfer of a typical charge packet at most a few electrons are lost. The
details of charge storage and transfer are covered thoroughly in several references on the
subject [3,4] and will not be repeated here. Instead, the implications of these
characteristics will be discussed.

The charge packets stored in the CCD potential wells can be analog in nature, with
a wide dynamic range. Transfer of these signal samples under clock control can be
effected very rapidly with virtually no distortion or addition of noise. No switch is
required to move charge, as in the SCF case, thereby avoiding kTC noise. With the
smaller geometries, lower voltages, and uniphase operation of advanced CCDs the transfer
of a typical charge packet requires approximately 250 fJ of energy (supplied by the clock
driver). Even at 100-MHz transfer rates the power dissipation per packet is only about 25
UW. At this speed the simultaneous transfer of 1,000 charge packets consumes roughly
25 mW.

With the high transfer efficiency of advanced CCDs a charge packet can be
transferred hundreds of times without significant degradation. With fast clock edges
complete charge transfer can be achieved in less than 1 ns. Furthermore, techniques are
available to nondestructively sense the charge packets, at each storage site if desired.
Depending upon details of the CCD design and sample rate, dynamic ranges between 8
and 12 bits are typical, and linearities between 6 and 10 bits are easily achieved. Improved
linearities are possible with the use of differential techniques, matching circuits, etc.

The high dynamic range possible in CCDs even at high clock rates opens up the
possibility of implementing multi-level logic functions that can be very efficient in power
and area compared with binary logic [5,6]. With such capability it may be possible to
achieve any required digital signal processing on a CMOS/CCD chip without resorting to
drastic scaling of device dimensions, with a concomitant reduction in operating voltage.
More generally, we can view the high information density possible in advanced CCD
technology as allowing a full spectrum of quantization levels, from binary to multi-level to
analog.
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Summary of the characteristics of advanced CMOS/CCD technology

¢ Simple 5-V uniphase operation
-Compatible with CMOS process technology

e Very fast transfer of charge packets with:
-Very high transfer efficiency
-Very low power dissipation

¢ Wide dynamic range and low noise permit:
-Discrete-time analog circuits
-Multi-level digital logic

o Parallel processing of hundreds of signal samples

¢ Dynamic operation:
-Charge packets have finite storage times

Characteristics of Digital CMOS Technology

Today, binary logic implemented in digital CMOS technology is ubiquitous.
Among the key reasons are low cost and power dissipation, both of which are of vital
importance to wireless communications in consumer applications. However, these two
characteristics must be re-examined as the technology is scaled and average gate toggle
rates increase.

The forces behind the scaling of CMOS technology include the need for increased
speed and density, and lower power dissipation and cost per funciion. Down to
geometries of about 0.8 |lm scaling has delivered on its promise. Below these dimensions
many issues come into play that slow or even reverse the gains previously achieved.

Both speed and density are negatively impacted when the operating voltage must
be reduced from 5 V to 3 V to reliably accommodate MOSFET gate lengths shorter than
about 0.8 um. Logic gate switching speed is slowed because the effective MOSFET gate
drive voltage is reduced, thereby decreasing transconductance. Increased parasitic
capacitance also contributes to slower switching.

Except in memory applications the drop in supply voltage has a surprising impact
on functional density. With reduced headroom the number of devices stacked vertically to
form a logic gate must be reduced. For example, a 4-input NAND gate may no longer be
practical, and functions must be implemented with multiple 2-input gates, inverters, etc.
Consequently, the number of transistors, the propagation delay, and the power dissipation
per function can actually increase.

Power dissipation in fully-complementary CMOS logic circuits is proportional to
CV2f, where f is the gate toggle rate. Decreasing V, however, does not always yield the
expected power dissipation reduction, especially if geometries are scaled. The reasons are
twofold: first, junction capacitances increase as the supplies are lowered, and second,
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parasitic capacitance increases as geometries are scaled. Adding to the problem is the fact
that interconnect lengths have not scaled as rapidly as widths, and the increasing number
of layers of interconnect create a third dimension for parasitic capacitance.

The equation for power dissipation given above is responsible for an increasingly
troublesome fact: although CMOS logic has the lowest static power dissipation of any IC
logic technology, it also has the highest dynamic power dissipation by far. When the
average toggle rate of CMOS logic gate reaches into the range of roughly 50-100 MHz
even emitter-coupled logic (ECL) may have lower power dissipation. The explanation for
this is that at a certain point the high static power dissipation of ECL is offset by the much
higher dynamic power dissipation of CMOS (ECL has very low dynamic power
dissipation). Hence, in many high-throughput applications CMOS technology may not be
the lowest power option. Partitioning of a system into low- and high-throughput blocks,
each implemented in the optimum logic technology, may be necessary to minimize total
system power dissipation.

The digital revolution of the past 15 years has occurred because, among other
factors, the cost of a transistor has decreased as scaling proceeded. This resulted in higher
functional density at lower cost per function. This trend, however, appears to be
bottoming out somewhere in the range of 0.5-0.8-Um geometries , and cost per transistor
will increase below these dimensions [7]. While there are many reasons, the two key
factors are increasing processing complexity and the escalating cost of the fabrication
equipment and facilities required to achieve the extraordinarily low defect densities
necessary for adequate yield in non-redundant (mainly non-memory) circuits. The cost per
function will increase even faster than that of a transistor because, as discussed above, the
number of transistors per function will increase as supplies are reduced. As a result of the
increasing functional cost of scaling below a certain point, greater emphasis will be placed
on alternative techniques to achieve the required throughput and power dissipation. One
of these alternatives is multi-level logic, as discussed above. Others include greater use of
mixed-signal and analog technology, as well as more clever design techniques.

A final point on digital CMOS technology in signal-processing applications has to
do with the nature of the logic gate current spike during switching. Pure CMOS logic
gates conduct current between supplies only during switching. In advanced CMOS
technology this spike is of high amplitude and very sharp. Unlike memories and general
purpose functions (e.g., microprocessors), high-throughput dedicated signal-processing
functions tend to be heavily paralleled and/or pipelined. Logic gates switch frequently and
nearly synchronously. A systolic array is an extreme example of this architecture: each
gate switches at half the clock rate (on average) and simultaneously with all other gates.
Consequently, the current spikes of many gates are closely aligned, and the overall spike
can easily reach many amps in amplitude. Because of resistance in the power busses the
internal supply voltage tends to collapse during the current spike. At best, switching will
be slowed by the lower effective internal supplies; at worst, data can be lost. The
sensitivity to this "current starving" of internal logic is exacerbated when the supply
voltage is lowered. While adding on-chip decoupling capacitance is helpful, this approach
decreases functional density and increases die area.
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This disadvantage to CMOS logic is one of the reasons that ECL is often preferred
in such applications. ECL is current-steering logic, and the supply current is relatively
constant regardless of switching.

Hence, the use of advanced digital CMOS technology in spread-spectrum systems
must be done carefully. Applications should be selected that take advantages of the
strengths of CMOS while avoiding its weaknesses.

Summary of the characteristics of advanced digital CMOS technology

¢ Extremely low static power dissipation
e Extremely high dynamic power dissipation

e Sharp current spikes during logic transitions
-May collapse internal supply voltage in heavily pipelined architectures

¢ Increasing transistor count per function as supply voltage drops below 5 V

e Increasing transistor and functional cost as geometries drop below 0.8-0.5 um

RF & IF Applications of Mixed-Signal CMOS/CCD Technology

CCD Prescalers

The frequency-hopping version of a spread-spectrum receiver requires a hopping
LO in order to dehop the received signal. One way to generate this hopping LO is with a
frequency synthesizer based upon a phase-locked loop (PLL). Such a synthesizer requires
a programmable frequency prescaler in the phase-locked loop to divide down the
synthesizer output. This function is typically performed by a flip-flop based frequency
divider, with very high fT transistors. These transistors are biased for high-frequency
operation and consume a fair amount of power.

An alternative approach to solve this problem based upon CCD technology has
recently been presented and demonstrated [8]. The basic concept is shown in figure 2,
where a uniphase silicon CCD is assumed (the authors of [8] used a two-phase GaAs CCD
to achieve operation up to 18 GHz). Operation of the prescaler is as follows. The high-
frequency input (amplified until of sufficient strength to serve as the CCD transfer clock)
is applied to the CCD clock electrodes, which operate perfectly well with a sinusoidal
clock. Under control of this clock charge packets are extracted from the source and
transferred to a selectable output stage (only one output is shown here for clarity). The
potential at this output stage is fed back to an input control gate that is capable of passing
or blocking the charge extracted from the source diffusion. This feedback point is also the
output of the circuit.

Key to the operation of the divider is that when charge packets already in the CCD
channel reach the output they are able to inhibit the injection of new charge packets.
Assume for starting conditions that all storage wells under the DC phase of the four-stage
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CCD of figure 2 are full. Then injection of new charge packets will be blocked for four
cycles of the input waveform. Once the four packets have been cleared out then new
charge packets will be injected for four more cycles, after which the first "new" packet
reaches the output. The cycle then repeats. Hence, the four stage prescaler shown divides
down the input frequency by a factor of eight.

The key features of the CCD-based prescaler are simplicity, small area, and low
power dissipation compared with flip-flop based implementations. All of these features
are advantageous in wireless communications. With 2-Um silicon CMOS/CCD
technology the prescaler should be capable of operation from ~1 kHz to ~100 MHz.

Scaling to a 1-lm process should extend the upper end beyond 200 MHz.

Programmable Bandpass Filters

Receivers require bandpass filters (BPF) in several locations. One is at the output
of the mixer, where it is necessary to reject the undesired sum or difference frequency.
When a fixed LO is used the BPF can likewise be fixed, and such filters are typically
implemented with passive components. For such applications it is difficult for an active
filter to compete with the cost of SAW- or LC-based filters. However, where
programmable filters are of benefit transversal filters based upon CMOS/CCD technology
may be attractive. With programmability the receiver not only can change center
frequency and bandwidth, but also tailor the skirt slopes and even introduce notches to
reject interference. Such devices may ultimately reduce inventory costs by having fewer,
programmable components able to cover a range of applications that would require many
fixed, passive filters. Furthermore, the trend towards programmable receivers able to
accommodate a wide range of frequencies, waveforms, and modulation schemes may tilt
the balance in favor of programmable BPFs.

A typical transversal filter is shown in figure 3. Here, the delayed signal samples
are weighted and summed to achieve the desired result. Tap weight accuracy and
resolution, as well as the length of the CCD and oversampling factor, are all parameters
that can be used by the filter designer to achieve the required transfer function. In general,
tap weight resolution and accuracy can be reduced by increasing the length of the delay
line and number of taps. Ternary weights (+1, O, -1) are easily implemented. Taps of
greater resolution are possible but require greater work. In adaptive-equalization
applications tap accuracy can usually be relaxed because feedback will adjust the tap
weights to the correct values as long as the required resolution is available [Note: this
ability to exploit the distinction between accuracy and resolution in analog circuits is
unavailable in digital circuits]. Fully-differential filters can be designed with two CCD
channels. The sample rates possible with a CCD transversal filter are similar to those for
the prescaler discussed above: about 100 MHz for 2-[im technology and at least 200 MHz
for 1-Um technology

Although programmable transversal filters can be implemented with DSP
technology (preceded by an A/D), such an approach consumes much more power and area
than in the CCD case. Furthermore, the upper frequency limit will be much lower for the
DSP case because of the speed bottleneck created by the multiply-add operations. While
the DSP approach is theoretically capable of greater accuracy than the CCD approach, in
practice the accuracy limit is set by the A/D and truncation error. At typical IF
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frequencies (~70 MHz) it is difficult for A/Ds to achieve even seven effective bits of
accuracy. This speed-accuracy tradeoff is the key reason that high-accuracy real-time
digital filtering is currently limited to about 1 MHz.

IF Subsampling

Mixers are typically used where conversion of the signal to baseband is necessary.
Although these are mature components they still have several deficiencies. The minimum
insertion loss is several dB, and the higher-performance units tend to consume a fair
amount of power. An alternative technique for dropping the signal to baseband is to
sample the IF at a subharmonic that is at least twice the signal bandwidth. Although this
technique requires a very short aperture uncertainty, the insertion loss can be very low.
Furthermore, in the case of a FH system it may be possible to avoid generating a hopping
LO by simply adjusting the sample rate.

While the sampling can be done with a track-and-hold or A/D, using a CCD to
sample has several advantages because the samples can be stored. The presence of many
delayed signal samples enables several signal-processing operations to be accomplished.
Among these are transversal filtering (discussed above), matched filtering (to be described
later), the direct generation of 1&Q baseband components, and buffering of data bursts,
both of which will be described below.

1&Q Generation

Generation of in-phase (I) and quadrature (Q) components of the baseband signal
is normally accomplished by using two mixers with LOs that are in quadrature. This
technique has the drawbacks described above. Another way of accomplishing this
function is with a transversal filter. By following the IF sampler with a Hilbert transform
implemented in the tap weights it is possible to directly generate I&Q components and
thereby avoid the complexity, power dissipation, insertion loss, and 1&Q imbalance
inherent with mixers [9] (see figure 4). Merging of the direct IF sampler with the Hilbert
transform should result in a very compact, low-power signal-processing block. In bursty
data situations there could be another benefit to this approach, as discussed next.

Fast-In, Slow-Out (FISO) Data Buffers

As described in the earlier section on spread-spectrum receiver requirements, many
modern digital communications systems send bursts of data. When the duty cycle of the
data bursts is less than 50% it becomes possible to read out and process the information at
a rate lower than the sample rate. At a duty cycle of 1/3 the readout rate can be half the
input rate. At a 10% duty cycle the readout rate can be 1/9th of the input rate. This FISO
approach has the advantage of allowing downstream circuits to be slower, lower noise,
and lower power.

One approach to sampling and buffering high speed bursts is to use a very fast A/D
followed by ECL logic. Unfortunately, this very expensive in terms of power dissipation,
component count, and cost. Often the costs outweigh the benefits. With advanced CCD
technology, however, the tradeoffs are far more attractive. In the first place, it is far easier
to make a high-speed analog sampler than an entire A/D. Secondly, with a CCD these
analog samples can be stored and transferred at high speed and low power. Changing the
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readout rate is effected by simply changing the CCD transfer clock rate. If A/D
conversion must ultimately be done in the system it can be done at the lower readout rate,
thereby reducing the cost and power dissipation of that operation.

Once the signal samples are in the charge domain many of the operations described
above can be performed in the same device. For example, it may be possible to perform
direct IF subsampling, FISO, 1&Q generation, transversal filtering, and matched filtering,
all in the same device.

With today's CCD technology bursts of up to ~256 samples can be absorbed in a
single linear CCD shift register at very high speeds. For longer bursts a serial-parallel-
serial (SPS) structure is more appropriate. As shown in figure 5, the SPS structure
consists of two serial CCDs of length n connected by n parallel CCDs of length m.
Operation is as follows: When the high-speed serial input register is full the charge
packets are transferred in parallel to the first stages of the parallel CCDs. This process is
repeated until the central array is filled, at which point n x m samples aie stored. Then
readout through the lower output serial register is effected by muking a parallel-to-serial
transfer from the central array to the output register. Note that the central array clock rate
during read-in is 1/nth that of the high-speed input clock, and that the output clock rate is
independent of the input rate.

SPS CCDs have been built in older 4-um NMOS/CCD technology that have input
sample rates of hundreds of MHz and store tens of thousands of analog samples [10]. The
use of more advanced technology should allow significant improvements to these figures.
Similarly, more advanced processes should mitigate one undesirable characteristic of these
devices: the serial-to-parallel transfer normally takes longer than one high-speed clock
cycle. Hence, for complete signal coverage it is presently necessary to ping pong between
two SPS devices (which can be on the same chip). With scaling and other improvements
this dead time should be reduced and possibly eliminated.

The SPS architecture introduces another feature of CCD technology: the ability to
perform two-dimensional operations. While barely explored here, this capability opens up
another degree of freedom that may be very powerful.

As an example of the potential benefits of the FISO approach, consider a system
where the data bursts are at 100 MHz, while the duty cycle of the bursts is 1/1 1th The
readout rate could be as low as 10 MHz (20 MHz is double sampling). At the high burst
rate flash converters and ECL logic and memory would likely be required. At the lower
readout rate non-flash converters and lower-power CMOS logic and memory could
probably be used. In addition, noise and component costs would be reduced.
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Summary of RF & IF applications of mixed-signal CMOS/CCD technology

Programmable frequency prescalers
-Small, simple, fast, low power

e Programmable filters

Direct IF subsampling

I & Q generation

FISO data buffering

Baseband Applications of Mixed-Signal CMOS/CCD Technology

Regardless of the method by which the signal reaches baseband there are a number
of operations that are normally required to be performed there. In this discussion it will be
assumed that none of the required processing has been done at IF, and that the signal has
been dropped to baseband by conventional methods (mixers and LOs).

FISO Memories for Data Buffering

As at IF, the ability to soak up a high-speed data burst and later feed it out slowly
to slower downstream circuitry is of great value if the required circuitry is compact and
low power. The requirements and benefits at baseband are similar to those at IF,
previously described, and the discussion will not be repeated here. One distinction of the
baseband FISO circuitry is that the aperture uncertainty can be greater because the signal
is not being sampled on a carrier.

Programmable Matched Filters

As discussed in the earlier section on PN spread-spectrum systems, programmable
matched filters (PMFs) are required when acquisition time must be short relative to the
message length. PMFs are a special case of transversal filters (see figure 3) in which the
reference is identical to the (original) signal. In a PN-type system the PMF reference is
identical to the PN code used to modulate the original data stream at the transmitter. This
implies that the PMF reference code is binary (or ternary), a great advantage. Since the
bits in the original data stream modulate the polarity of the transmitted code, the output of
a PMF is a positive or negative correlation spike when the received signal is aligned with
the fixed reference. Consequently, is possible to determine whether the transmitted bit is a
one or zero, as well as when the match occurred. When the signal is double sampled
(required in many situations to avoid straddling loss) significant circuitry savings can be
realized by having one tap per two samples. In this situation, eveiy other sample is sensed
and weighted on one clock cycle. On the following clock cycle the samples have moved
one stage, and now the second set of interleaved samples is aligned with the taps. With
this arrangement the PMF output is a double correlation spike. The amplitudes of the two
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correlation spikes are equal only for the case of optimal sampling timing. This fact is
frequently used to adjust the timing with a feedback loop. This class of PMF is frequently
referred to as "double-sampling PMFs."

It can be shown that a matched filter provides the optimum correlation amplitude
possible with the received signal. Furthermore, it provides rejection for unwanted signals.
Although the PMF output would ideally be zero between correlation spikes, in practice
this is impossible because of properties of the PN code itself, imperfect rejection of
unwanted signals, and imperfections in the PMF. These factors result in non-zero
"sidelobes” being generated between correlation spikes. As for the PMF, the peak-to-
sidelobe ratio relative to the theoretical ideal is an important figure of merit.

As with the PTF, a massive amount of signal processing is typically required to
implement a PMF. At each clock tick each sample of the received signal must be
appropriately weighted by the corresponding reference code bit, and the resulting products
added. One clock cycle later the signal has moved down one stage, and the process is
repeated. Typical resolutions required in the signal path are 6-8 bits, with ternary
weighting sufficing for the reference code if the original modulation was digital. PMF
sample rates can range from low MHz to >50 MHz with present technology, with even
higher speeds required to handle some proposed systems such as wireless Ethernet.

CMOS/CCD technology is well suited to handle the sampling and delay of the
signal with required dynamic range and speed. The upper speed limit is set by the CMOS
weighting circuitry, which in 2-um CMOS technology is about 50-100 MHz. Far higher
speed can be expected as the technology is scaled down. Summing of the weighted
signals is done in the analog current or charge domains and does not typically impose a
speed limitation (speed is often limited by the output drivers).

Figure 6 shows the output of an experimental matched filter based upon older 4-|
m NMOS/CCD technology [11]. The device (known as the 4ABC) is a four-channel (two
pairs of I&Q channels), 128-sample, 64-tap, double-sampling PMF with an analog signal
path and ternary reference weights. The PN code used is a cyclic maximal-length
sequence ("m sequence"). This class of codes has the unique property that the sidelobes
between correlation spikes is ideally flat. Hence, these codes are useful for testing PMFs,
and in figure 6 the peak-to-sidelobe ratio is about 40 dB. More careful testing revealed
that the limiting factor in the sidelobes was not the PMF but rather the inability to generate
the m sequence with sufficient accuracy (a 1% variation in the code amplitude will
produce sidelobes 40 dB down from the correlation peak).

A more advanced CCD PMF (known as the 2ATC) based upon 2-Um
CMOS/CCD technology is currently in testing. This chip was developed at MIT Lincoln
Laboratory under NASA sponsorship. The device is a dual-channel (I&Q), 512-sample,
256-tap double-sampling PMF with analog signal samples and ternary weights.
Preliminary results indicate full operation up to 50 MHz, with further testing required to
fully characterize the device.

For PMFs based upon digital technology the multiply-additions are the most
difficult operations. Where pipeline delay can be tolerated the multipliers can be made
serial and the addition of the many products is typically done with an adder tree. Because
of their high transistor count digital PMFs require a large silicon area. In addition,



because the average gate toggle rate is high the power dissipation is likewise high for a
given functionality.

Table 1 compares the 4ABC and 2ATC CCD-based PMFs with a commercially-
available digital correlator (the TMC2023) of similar architecture but shorter length, much
lower signal resolution, and only one channel. Using the 2ATC as the reference for
functionality it is seen that although the digital PMF uses much more advanced 1-Um
CMOS technology, it would take 64 chips to equal the functionality of one 2ATC, which
is based upon 2-um CMOS/CCD technology. In addition, the TMC2023 approach would
require two 8-bit A/Ds, a large adder tree, and substantial glue logic, and would be
significantly slower. The power dissipation for the fully-digital approach is about 30 times
higher than that for the CMOS/CCD PMF. Basically, a board-level solution is required
for the digital PMF to compete with a one-chip CMOS/CCD PMF.

More advanced digital PMFs have recently been introduced that use sub-Uum
CMOS technology and improved architectures. However, reduction of CMOS/CCD
geometries by a similar factor would maintain the performance and functionality
advantages demonstrated here, without resorting to the smallest-geometry process
available. This comparison of the functional density and performance of PMFs based upon
digital and mixed-signal CCD technologies is an excellent example of the advantage that
discrete-time analog signal processing can have in many applications. Consequently, a
given level of performance can be achieved with a less aggressive and expensive IC
process.

Programmable Discrete-Time Analog Transversal Filters

As with the IF BPFs discussed earlier, the advantages of programmable filters at
baseband may offset their added cost compared with passive, fixed filters. The issues are
similar to those already covered for the IF case, and will not be repeated here. One point
to emphasize, however, is that the baseband PTF may actually be a section of an IF
subsampling chip. In a FISO situation the PTF may be turned into a baseband filter by
simply reducing the CCD clock rate between signal bursts.

Analog-to-Digital Converters (A/Ds)

A/Ds based upon CCD technology appear to offer advantages over conventional
conversion techniques in many situations, particularly when the signal is in the charge
domain. Not surprisingly, these advantages are in the areas of speed, power dissipation,
and chip area. Details about this new application cannot yet be discussed because of the
proprietary issues surrounding work in this category. Suffice it to say that representing
the signal in the charge domain, together with operations possible with a CCD, opens up
new architectures and algorithms for both analog-to-digital and digital-to-analog
conversion.

Multi-Level Digital Logic

The wide dynamic range of advanced CCD technology allows not only analog but
also digital signal processing to be implemented. While CCD binary digital logic is
possible, it does not have sufficient advantages over conventional digital technology in
most applications to justify it use. Where CCD digital logic begins to pull ahead is where
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the high information density of the CCD is put to use to create multi-level logic, often
called multiple-valued logic (MVL), where "multiple” implies more than two levels [5,6].

While MVL has been demonstrated in the voltage, current, and charge domains,
the charge domain appears at this point to have the edge in power dissipation and density.
MVL test circuits in all domains have demonstrated impressive improvements in either
speed, power dissipation, or density compared with conventional binary logic. Often the
logic functions available in the different MVL technologies are different from those in
well-established binary logic technologies. The optimum algorithm for a particular
function may be radically different in an MVL technology than in a binary technology.
What is holding up the adoption of MVL is the lack of design methodologies, CAD tools,
and testing techniques, all of which are well established for binary logic. However, once
the cost of transistors and functions begins to rise as a result of scaling (discussed earlier
in the section on digital CMOS), then more emphasis will be placed on developing the
tools and techniques required to take advantage of MVL.

Note that with the CCD A/D capability just discussed, the possibility exists for
processing signals in the discrete-time analog domain, converting to MVL via a CCD A/D
with MVL outputs, and continuing the processing in the digital domain, all on the same
chip.

Performance Projections for CMOS/CCD Technology

Since the performance of the CCD itself is limited by that of the surrounding
"conventional" circuitry, overall chip performance and density will benefit from the scaling
of device dimensions. Device simulations of advanced silicon CCD structures indicate that
charge can be transferred at GHz rates, even at 3 V. This potential speed is far beyond
that projected even for scaled peripheral circuits. Table 2 shows performance projections
for complex CMOS/CCD signal-processing devices, such as PTFs, PMFs, and converters.
The speed projections are based entirely upon the speed limitations of the on-chip voltage-
and current-domain circuits. Even higher performance may be possible as we learn to
implement certain functions in the typically-faster charge domain, or develop new
algorithms that avoid the speed bottlenecks of conventional circuiiry.

Summary and Conclusions

Advanced silicon CMOS/CCD signal-processing technology can address many of
the demanding requirements of wireless spread-spectrum communications technology.
Potentially significant improvements may be realized in speed, density, and power
dissipation. Recent advances in CCD design and processing allow simple 5-V uniphase
operation, as well as compatibility with CMOS technology. The high speed of advanced
CCD processes and structures allows RF and IF functions to be addressed, in addition to
those at baseband. The high information density of a CCD enables signal processing in the
discrete-time analog and multi-level digital logic domains. When such capability is
combined with a CMOS (ultimately BiCMOS) process, each required function can be
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performed with the most efficient algorithm in the optimum domain. With this approach,
the overall system performance/cost ratio is maximized.

The high speed and information density of CCD-based charge-domain signal
processing allows it to perform many functions far more efficiently than with a binary
digital approach, even when compared with a much more advanced digital CMOS
process. The advantages often translate into more than an order of magnitude
improvement in key parameters such as power dissipation and die area. Alternatively, the
same performance could be achieved with far more relaxed geometries.

With a new tool set of basic operations available in a CMOS/CCD process, new
algorithms for implementing required functions are possible. Far higher performance is
expected as the process is scaled. On the other hand, scaling of digital CMOS technology
below approximately 0.8-0.5 lim is expected to raise the cost per function, and may even
degrade performance as the supply voltage drops. Hence, the relative performance and
cost advantages of a CMOS/CCD technology will likely grow.
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Figure 6. Performance of the 4ABC NMOS/CCD matched filter. Chip is a four-
channel, 128-sample, 64-tap device. Reference code is 2 £3-bit m sequence.
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channel shown) is a correlation spike once every code cycle, and occurs when
signal and reference codes are aligned. Sample rate is 10 MHz. Note the
very flat sidelobes. (Oscillogram provided by MIT Lincoln Laboratory).
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Table 1
Comparison of CCD and Digital Correlators

Device name 4ABC-2 2ATC-2 TMC2023
Technology 4-um 2-um 1.0-um
NMOS/CCD CMOS/CCD CMOS
Architecture
Taps 64 256 64
Signal resolution (bits) 8 8 1
Reference weights 0, +/-1 0, +/-1 0, +/-1
Channels 4 2 1
Max correlation rate (Ms/s) 40 50 30
Max program rate (MHz) 50 100 ?
Power Dissipation (W) 1 1 0.4
Die size (mm?2) 25.8 81 ?
Number of chips to equal 2 1 64*

functionality of 2ATC-2

* In addition to 8-bit A/Ds, a large adder tree, and glue logic

Table 2
CCD Technology Migration and Performance Projections*
2-um 1.2-um 0.6-um
Technology CMOS/CCD CMOS/CCD BiCMOS/CCD
Max Sample Rate (Ms/s) 75 150 300

* Performance if for a complex signal-processing device, the speed of which is
limited by on-chip peripheral circuitry. Simpler devices may be able to take greater
advantage of the much higher speed of the CCD.
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Advances in semiconductor processes have resulted in low cost Digital Signal Processing (DSP)
and analog signal processing technology. These, in turn, have created alternative architectures for
a variety of communication applications. Direct IF Sampling (DIFS) is one example of how the
power of low cost DSP can be harnessed to serve the needs of the wide range of digital
communication systems in development today. Moving the analog-to-digital converter (ADC)
closer to the antenna, once a dream, is becoming a reality in many systems. DIFS can reduce cost
and space while increasing the reliability, flexibility, and capabilities of modern communication
systems. This paper will examine the signal processing requirements for digital receivers,
especially as they relate to the selection and use of ADCs. Dynamic range, Bit Error Rate (BER),
and bandwidth are among the topics to be discussed as they relate to digital demodulation, filtering,
tuning, and equalization in a single channel receiver. This discussion will then be expanded to
analyze the requirements for multi-channel digital receivers.

SINGLE CHANNEL RECEIVERS

The single channel receiver refers to a system that processes only one carrier signal at a time. A
cellular handset or cable decoder box falls into this category. These receivers may tune a wide
range of signal inputs but will process only one modulated carrier at any particular time. This
paper will analyze the impact of sytem level requirements such as BER, data rate, and bandwidth
on the selection of ADCs.

Bit Error Rate (BER)

One of the primary concerns in the design of digital communication systems is the Bit Error Rate
(BER) requirement. BER requirements help to determine the dynamic range necessary in the
communications channel. The channel Signal-to-Noise Ratio (SNR) traditionally dictates the
resolution of the Analog to Digital Converter (ADC) to be used. Unfortunately, ADCs also
contribute to the BER in ways that are not predicted by a simple noise analysis of the system.

Figure 1. graphically shows the expected BER of a digital radio system for various modulation
formats and a given channel Carrier-to-Noise Ratio (CNR). The bandwidth is equal to the double-
sided bandwidth required for an arbitrary symbol rate. These results correctly predict the BER
resulting from noise acting on an ideal decision circuit (i.e. ADC). Higher order modulation
schemes require greater dynamic range in order to accurately discriminate small phase and
amplitude differences between symbols.



The CNR requirement derived from this analysis refers to the average signal power and must be
converted to peak amplitude to insure that the selected ADC is not overdriven. The peak-to-
average ratio (PAVGR) depends on a number of factors, including filter characterics and
modulation scheme. The PAVGR can range from as low as 3 dB up to 15 dB. As an example,
assume that a receiver is to be designed to directly sample a 10 MHz IF frequency with a single
ADC, and perform digital demodulation on a 64-QAM signal. The BER requirement is 10-7 and
the PAVGR is assumed to be 10 dB.

Refering to figure 1, the required CNR to support this BER is 27 dB . Adding another 10 dB (for
PAVGR) yields a peak SNR at the ADC of 37 dB. In a real system, additional implementation
margin is required to support non-linearities in the system and additional digital signal processing
such as adjacent channel filtering, equalization, and AGC. This could add another 10 dB, resulting
in a minimum of 47 dB SNR as the dynamic range requirement in the ADC. In this case, a

theoretically perfect 8-bit ADC would provide the necessary dynamic range of 50 dB (67 + 1.8
dB).

Selecting ADCs

ADC:s are not ideal however, and are specified with a SNR that varies as a function of the number
of bits, analog input frequency, and signal level. Figure 2. shows the SNR vs. analog input
frequency for several ADCs. It is important to note that the SNR (including distortion) or Effective
Number of Bits (ENOB) degrades as the analog input frequency increases. The low frequency
performance is generally dominated by static linearity problems such as differential or integral non-
linearity. As the input frequency increases, the degradations are due more to AC affects. Jitter,
slew rate limitations, non-linear capacitances, and differential delays on the chip are among the
culprits that reduce the performance.

Beware of the bandwidth specification! Like the gain-bandwidth product specification in
amplifers, the ADC bandwidth can be used only as a figure of merit in comparing ADCs. The
bandwidth alone does not characterize the fidelity of the signal being digitized. An 8-bit ADC with
150 MHz bandwidth may digitize a 100 MHz signal but the effective resolution could be degraded

to the point where a wider bandwidth 6-bit ADC would actually give a better representation of the
signal.

The SNR of the ADC adds to the total system noise and in practice is usually over-specified to
insure that the degradation due to the ADC is not significant. In our example, we assume a narrow
band signal centered at 10 MHz as the ADC input. Referring to figure 2, we see that the AD9040A
10-bit ADC appears to be a good choice. Later we will see that these are not always sufficient

criteria for selecting the ADC. The BER, sample rate, cost, and other factors must also be
considered.



Other considerations include the aperture uncertainty of the ADC (particularly in direct IF sampling
applications), output coding, and input signal levels. Another popular implementation is to include
a high quality track-and-hold device (such as Analog Devices AD9100 or AD9101) in front of the
ADC.

BER in ADCs

Random white noise, regardless of the source, creates a finite probability of errors (deviations
from the expected ouput). The selection criteria described above take this noise into account in
predicting the BER of the system. Unfortunately, ADCs also contribute to error rate in ways that
cannot be predicted by noise analysis alone. Before describing these error code sources it is
important to define what constitutes an ADC error.

Noise generated prior to or inside the ADC can be analyzed in the traditional manner. Therefore,
an ADC error code is defined as any deviation from the expected output which is not attributable to
the equivalent input noise of the ADC. Figure 3 shows an exaggerated output for a pure sinewave
applied to the ADC. Note that the SNR of the ADC creates some uncertainty in the output. These
anomalies are not considered error codes, but are simply the result of quantization and white
noise. The large errors are more significant and are not expected. These errors are random and so
infrequent that an SNR test of the ADC will rarely catch them. Because they are unpredictable and
difficult to test, many ADC manufacturers have started characterizing these errors in various BER
tests.

In most ADCs, the analog input is simultaneously compared to a set of reference levels by a string
of comparators (this parallel or "flash" architecture is commonly used in stand alone converters or
imbedded as part of a subranging ADC architecture) as shown in Figure 4. The comparators sense
the appropriate signal level and load the decode data bus with a thermometer code. This digital
word is then processed into binary code by the decode logic and passed to the output stage.

Three types of performance failure commonly dictate the BER of a flash ADC. The first is
comparator metastability. A metastable comparator will cause an incorrect digital word to be
loaded on the decode data bus. The second type of error occurs when two comparators turn on
simultaneously attempting to load the data bus with different digital words. The rate of occurrence
of this type of bus contention error is affected by the offset of multiple input paths, skews in input
signals, high analog input slew rates, and noise.

The third source of BER is simply lost data due to poor timing. As data is passed from one cell to
another, poor timing between clock commands and data switching can cause erroneous data
transfer. This type of error is affected by internal propagation delays and clock rate.



Unfortunately, the most common source of unpredicted BER problems with ADCs result from
improper system design. ADC manufacturers' recommendations should be followed to avoid
digital noise coupling into the analog input or voltage references from either the power supplies or
digital outputs. This is generally accomplished through careful routing of signal paths, good
grounding practices, and proper power supply bypassing.

MULTI-CHANNEL RECEIVERS

A multi-channel receiver refers to any system which simultaneously processes more than one
received carrier at the same time. A cellular base station falls into this category. Figure 5 shows a
Traditional Digital Basestation Architecture comprised of a channelized heterodyne transceiver and
shows components historically used in the design of a classic quadrature demodulator and
modulator.

The All-Digital Basestation Architecture shown in Figure 6 is a radical departure from previous
designs. The entire band of interest (multiple channels) is digitized simultaneously with a single
ADC. All tuning and demodulation is then done in dedicated DSP hardware running at the sample
rate of the ADC. Digital decimation filters then extract the narrowband information and present the
data at a reduced sample rate to general purpose DSP for additional signal processing. In this
architecture, analog signal processing requirements in the front end are more demanding
(bandwidth, dynamic range, etc.), but there are many advantages. Individual tuners,
demodulators, filters, and ADC pairs for each channel are replaced with low cost and
programmable digital signal processing components.

Figure 7 depicts the frequency spectrum of the analog input presented to the ADC in this
environment. The spectral lines represent narrow-band signal inputs from a variety of signal
sources at different received power levels. Signal "C" could represent a transmitter located
relatively far away from the signal sources "A" and "B". However, the receiver must recover all
signals with equal clarity. This requires that distortion from the front end RF and IF signal
processing components, including the ADC, does not exceed the minimum acceptable level
required to demodulate the weakest signal of interest. Clearly, the third order intermodulation
distortion products generated by "A" and "B" (2 x B - A) will distort signal "C" if the nonlinearities
in the front end are severe.

In many systems the power level of the individual transmitters is under the control of the base
station. This capability helps to reduce the total dynamic range required in the receiver. However,
the highest signal could be a strong out-of-band interference source. Signal "D" in Figure 7 shows

a large signal that may be attenuated by the filter, but is still powerful enough to introduce
distortion.
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ADC Noise Limitations

The dynamic range limitations of the ADC are limited by converter nonlinearities rather than noise.
Random and quantization noise are spread evenly over the information bandwidth with a spectral
density that is roughly constant. After the digital tuner, decimation filters will improve the SNR of
the narrowband signal. This processing gain is proportional to the ratio of the sample rate of the
ADC to the bandwidth of the digital filter (SNR improvement = 10log(Fs/2Fbw).

ADC Linearity Limitations

Spurious signals generated by the front end receiver or ADC cannot be reduced by oversampling.
The Third order intercept point for a linear device (with some nonlinearity) is a good way to
predict 3rd order spurious signals as a function on input signal level. However, for an ADC this is
an invalid concept except with signals near fullscale. As the input signal is reduced, the
performance burden switches from the input T/H to the encoder. This creates a nonlinear function,
in contrast to the third order intercept behavior which predicts an improvement in dynamic range as
the signal is dropped.

For signals below this level, the Spurious Free Dynamic Range (SFDR) is a more accurate
predictor of dynamic range. The SFDR curve is generated by measuring the ratio of the signal
(either tone in the two tone measurement) to the worst spurious signal observed (usually the 2nd
harmonic or 3rd order IMD) as the analog input signal level is swept. The SFDR for a 12-bit 20
MSPS ADC (Analog Devices AD9022) is shown in Figure 8 for a two tone input. The straight
line with a slope of one is constructed at the point where the worst SFDR point touches the line.
This line, extrapolated to fullscale, gives the SFDR of the ADC. This value can be used to predict
dynamic range by simply subtracting the input signal level from the SFDR. For instance, on the
two-tone SFDR plot, a signal 20 dB below full scale will always have a dynamic range of at least
67 dB (87dB - 20 dB).

Dithering is one technique of improving the SFDR of an ADC at the expense of SNR. When noise
is added to the input signal, nonlinearities are "smeared" across the transfer function of the ADC.
In the frequency domain, the average energy of spurious signals is reduced while the SNR is
degraded. The additive noise reduces the total dynamic range available, since the peak signal
which can be applied without clipping in the ADC is now reduced. A refinement is often referred
to as subtractive dithering. In this technique, the input noise source is generated by a DAC and the
same value is then subtracted from the digital output. This method subtracts out the added noise,
resulting in the same SNR as an undithered ADC. However, peak dynamic range is still reduced
by the amount of noise added.



CONCLUSION

ADC requirements for direct IF sampling are driven by system demodulation requirements
including the BER, data rate, and IF frequency. The ADC must have sufficient resolution (ENOB,
SNR) at the maximum input frequency of interest . The sample rate, number of bits, and
bandwidth specifications are not sufficient criteria for selecting the ADC in most applications. The
converter is also an additional source of error codes. The BER of the converter should be
considered independently from the noise analysis of the system.

In a multi-channel receiver, the dynamic range requirements are driven by the single channel
requirements in the presence of multiple signals which must also be considered. In this
environment, the SFDR of the converter is frequently the limitation on performance.
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Baseband Superintegration Roadmap for Digital Cellular Handsets

Author: Charles K. Fadel
Analog Devices, Inc.
181 Ballardvale St., Wilmington, MA 01887
phone: 617/937-1113; fax: 617/937-1011

This paper discusses the challenges faced in reducing the number of Ics
used in the baseband protion of digital cellular handsets. It presents a
roadmap from 1992 through 1996, showing the reduction in IC count from
five devices to a single-chip solution. Functions included in the signal path
are DSP, microcontroller, voice codec, baseband converter, and gate array.

Challenges faced and tradeoffs examined include:

--migration from one micron to 0.35 micron CMOS
--reduction in power dissipation

--forward compatibility with half-rate codecs

--the path from 5 Vto 3 V (and to 1 V?)

--importance of packaging technology (TAB, flip-chip)
--algorithm shrinks

--additional software functionality (hands-off operation, etc)
--cost improvements

--time-to-market tradeoffs

For a semiconductor company, the challenge is to develop and exploit total

systems expertise, since the largest rewards will go to those companies that
learn to leverage such system know-how.
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Advanced RF ICs for VHF and UHF Communications

Bob Clarke

Communications and RF Subsystems Group
Analog Devices, Inc.

181 Ballardvale Street

Wilmington, MA 01887

Phone: (617) 937-1125

Email: Bob.Clarke@Analog.com

Introduction

Developing ICs for the cellular RF-to-baseband environment,means meeting a customer’s

requirements. In the mobile-phone market, these are Price, Power, Package, and Performance.

Price leads, as always, because consumers and carriers want the phones to be as cheap as
possible. Power translates into Talk Time, which is one of the few things resembling a technical
specification that cellular-phone users care about. That means that we as semiconductor vendors
must look for ways to design systems and chips that are as power efficient as possible; what's

more, we must power down any function not being used.

Package translates into a phone's weight and size. Battery weight brings us back to minimizing
power, but it also means making the phone as small as possible, or at least as small as a customer
feels comfortable holding in his or her hand. So we're really talking about the volume occupied

by the phone, and, by extension, the volume occupied by the chip set.

Performance is last because type acceptance is the great equalizer. Maybe a sophisticated
customer will walk into his dealer and say, "Give me a phone that works on Route 128 in
Waltham,” (or wherever your local "Intermod Alley" is located) but that customer will be the

exception rather than the rule.

These end-customer requirements drive our IC and process development. The trick is to take
these customer inputs, step back, and figure out how to provide the most effective solution from

a system-level perspective.

Process and Partitioning
When planning a chip set, one of the problems is partitioning the functions to keep the cost

down, the design simple to reproduce, and the power consumption low. Although direct-to-



baseband conversion (also known as homodyne and 0 IF), single conversion, and dual conversion
architectures are the subject of much debate as to which is the best architecture, we will use a

dual conversion architecture as the vehicle for this discussion.

Figure 1 shows a simple dual-conversion transceiver. The baseband portion of the design is
straight forward: all the functions are digital or baseband analog and can be fabricated on CMOS
processes. The RF portion of the design, however, is not so straightforward. The T/R switch,
LNA, RF mixer, prescaler, and power amplifier are "obviously" GaAs, but what about the IF

subsystem and the synthesizer?

BASEBAND
CONVERTER ASIC DspP

AD7011 H
LNA MXER v ] AD7013 e AD2XXX
LA AD7015 || HCETC.
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PREAMP '
PROGRAMMABLE
¢—{ vco DIVIDER AND
CHARGE PUMP
™ PRESCALER I
SWITCH
1
/I Z
\] Q
POWER
AMPURER MODULATOR

Figure 1. A Dual Conversion GSM Transceiver
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One approach is use GaAs for all of the RF functions, silicon for the IF, and CMOS for the

programmable divider and charge pump portion of the synthesizer (Figure 2). This approach

does allow some optimization; GaAs provides low noise and high speed for the RF functions and

prescaler and a 3 GHz complimentary bipolar process such as Analog Device's XFCB can be used

for the IF subsystem IC. The complimentary bipolar process allows the IC designer to save

substantial power at high signal levels by using Class AB amplifiers to drive the IF filters rather

than Class A amplifiers. It also reduces chip area by allowing dc-coupled stages internally and

simplifies design for low-voltage (2.7V) operation.
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What about all-NPN and BiCMOS processes? Figure 3 shows an approach in which functions are
combined using high-speed bipolar and BiICMOS processes, each with NPN transistors having an
ft>20 GHz. Integrating the charge pump and prescaler is a tradeoff between the reduced

components count due to integration and the added cost of the BICMOS process for a single

function.
rm [TP?I CB&JS\;EBRATNE% ASIC DSP
. (NA. MIXER é %
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= [

Figure 3. The Same Dual Conversion GSM Transceiver Showing Partitioning Into ICs using GaAs, a
high-speed (ft220 GHz) Silicon Process, a high-speed BICMOS Process, and CMOS
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This tradeoff can be avoided by careful partitioning (Figure 4) : placing all moderate and low-
speed digital functions and some analog functions (the PLL and charge pump) in a CMOS
process and the RF/IF functions and the high-speed prescaler in a high speed silicon bipolar
process. The T/R switch remains GaAs. Th power amplifier can be in the same bipolar process,

but due to heat dissipation will remain in a separate package.
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Figure 4. The Same Dual Conversion GSM Transceiver Showing Partitioning Into ICs using GaAs, a
high-speed (ft=20 GHz) BiCMOS Process, and CMOS
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In order to meet these requirements, we've developed small, low-power, IF ICs for two
demodulation schemes, the AD607 and the AD608. Both are used in such applications as PHP,
PCN, DECT, CT2, and GSM (Figure 5 ) where the modulation mode is some form of phase-shift
keying (PSK). Either the AD607 and AD608 can be used in the signal chain with the appropriate

demodulator.

Figure 5. Applications solution space showing mapping of AD607 and AD608 into important standards

and modulation modes

The choice of part depends on the customer's architecture. The standard architecture in GSM and
PHP uses a rectangular representation of the signal, that is, S(t) = I(t) + Q(t), and requires a linear
IF (Figure 6) such as that proposed in the AD607. In this architecture, a baseband converter
consisting of two signal inputs; each low-pass filters and digitizes the I(t) and Q(t) outputs of the
IF IC's quadrature demodulator. An equalizer (in DSP) then determines the correct MGC voltage
(or digital signal) to change the IF IC's gain to "center” the signal in the dynamic range of the

baseband converter. The equalizer calculates the RSSI value as part of this process.
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Figure 6. DMR Receiver using Quadrature (I and Q) Demodulator

The other architecture (Figure 7) uses a polar representation of the signal, that is, S(t) = Aee(t) |

In this architecture, a digital "baseband converter" uses a digital demodulator (a counter, for

example) that measures the phase of the AD606's hard-limited output to provide the signal a(t)

and uses an ADC that digitizes the RSSI output of the AD606 to measure the amplitude A(t).

RF:
900 MHz 1STIF

1>§4>E}— -

2ND IF

240 MHz H"-" 10.8 MHz

AD608

SYNTHESZER

¥ DEMODULATION:
PM, GMSK, PSK

DEMOD

Figure 7. DMR Receiver using Phase Demodulator

Figure 8 shows the polar and rectangular representations for comparison. Both vectors point to

the same point on the unit circle. The conversion between the coordinate systems is S(t) = I(t) +
QM) = Ae?(t) where A(t) = (1()2 + Q12 )1/2 and e(t) = arctan{ Q(t)/1(1) ).

61



Q(t) Q(t)

S(t) = Aei®®)
S(t) =I(t) + Qb

At I(t)
(1) Q)
I(t) \ I(t)

Figure 8. Polar (left) and rectangular (right) representations of phase-modulated signal

Choice of IFs

From a system perspective, both are designed for a dual conversion system, using a first IF of
approximately 240 MHz and a second IF of 10.7 MHz (6.5 MHz may also be used). Why these
IFs? The exact intermediate frequencies are the user's choice, but SAW filters for frequencies
above 200 MHz are smaller, have lower insertion loss, and cost less than those in the <100 MHz
frequency range. As for the second IF, 10.7 MHZz filters (used in FM broadcast receivers in the US)

are low cost and widely available. (Filters for 6.5 MHz, a TV audio IF, are available in Europe.)

The AD608

Now let's narrow our focus and use the AD608 IF subsystem IC (Figure 9) as a case study. In
order to keep both the price and package size down, we minimized the pin count and fit the part
in a low-cost, industry standard 16-pin narrow-body SOIC. This package had several advantages:
from a cost point of view, it was cheaper than the 20-pin SSOP currently in vogue. From the
customer's point of view, it was within 10% of the same size. From the perspective of our
manufacturing and assembly engineering people, we already had a handler and trackwork in
house and we had a suitable lead-frame for the die size. From a performance point of view, the
lead spacings are wider than those of the 20-pin SSOP, leading to a reduction in the capacitance

between leads and less likelihood of oscillation.
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Process Simplifies Design, Reduces Power

The process is a 3-GHz dielectrically-isolated process called XFCB, for "Extra Fast
Complementary Bipolar”. In this and other IF amplifier designs, dielectric isolation has
advantages over junction isolation: transistors can now be treated as three-terminal devices
because the parasitic capacitances are minimized and the junction capacitances (e.g., Cp, in the
hybrid-n model) are smaller than those of a junction-isolated process with a similar ft. The result
is that the high frequency performance is much better than one might expect due to the f; alone.
The fast PNP transistor simplifies level shifting circuits and reduces the power needed in
amplifier output stages. Driving 330Q filters, for example, was simplified because complementary
structures could be used.

The AD608

The AD608 provides both a low-power, low-distortion, low-noise mixer and a complete,
monolithic logarithmic/limiting amplifier using a ‘successive-detection’ technique. It provides
both a high-speed RSSI (receiver signal strength indicator) output and a hard-limited output. The
RSSI output provides a loadable output voltage of +0.1 V to +2 V. The AD608 operates from a
single 2.7V to 6V supply at a typical power level of 20 mW at 3V.
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Figure 9. AD608 Functional Block Diagram

The AD608's RF and LO bandwidths both exceed 240 MHz. In a typical IF application, the
AD608 will accept the differential output of a 240-MHz SAW filter, amplify it via a 26-dB-gain,
low-noise amplifier, and down convert it to a nominal 10.7 MHz IF. (The AD608's log/limiting
section handles any IF from LF to as high as 50 MHz.)

The mixer is a doubly-balanced “Gilbert-Cell” type and operates linearly for RF inputs spanning
-95 dBm to -15 dBm. It has a nominal 0 dBm third-order intercept. An on-board LO preamplifier
requires only -16 dBm of LO drive. The mixer's output drives a reverse-terminated, industry-
standard 10.7 MHz 330Q filter and can drive filter impedances as low as 220€2.

The nominal logarithmic scaling is such that the output is +0.2 V for a sinusoidal input of -75

dBm and +1.8 V at an input of +5 dBm; over this range the logarithmic conformance is typically

0.4 dB. The logarithmic slope is proportional to the supply voltage.
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The AD608 can operate above and below these input levels, with reduced linearity, to provide as
much as 90 dB of conversion range. An feedback loop circuit automatically nulls the input offset

of the first stage down to the sub-microvolt level.

The AD608’s limiter output provides a hard-limited signal output at 400 mV p-p. The voltage
gain of the limiting amplifier to this output is more than 100 dB. Transition times are 7 ns and the
phase is stable to within +3° at 10.7 MHz for signals from -75 dBm to +5 dBm.

It is enabled by a CMOS logic-level voltage input, with a response time of 150 ns. When disabled,
the standby power is reduced to 3 uW within 5 ps.

Under the hood

Internally, the AD608 contains some departures from standard designs. For example, the mixer
contains special linearizing circuitry to extend its linear operating range: The 1-dB compression
point is -15 dBm and the third-order intercept is 0 dBm, both 10 to 15 dB higher than those of
other IF ICs, yet the total power consumption is less than 30 mW using a 3V supply.

The circuit for driving the filter is also different. Most designs use a voltage output that drives a
termination resistor in series with the filter. The AD608's mixer uses an output in the form of a
current that drives a termination resistor in parallel with the filter. This difference, plus the fact
that the filter's AC ground is biased at 1/2 the supply voltage, reduces the overall power

consumption at high signal levels.

The AD608's logarithmic amplifier section is a third-generation design, the first two generations
being the AD640, a five-stage log amp, and the AD606, a 9-stage log amp (Figure 10). The
logarithmic amplifier section is a five-stage successive-detection, each stage contributing 16 dB to

the overall logarithmic response. Figure 11 sows the accuracy of the RSSI response.
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In Use

The limiter response of the AD608 (+3° over an 80-dB input range) gives it immunity to deep
fades such as those caused by a car driving under a bridge or a user passing behind a barrier. Its
fast RSSI response time allows the phone to instantly respond to incoming data — there is neither
an RSSI voltage for a DSP to compute nor an AGC loop to settle.
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Direct Digital Synthesis/Direct Digital Modulation

Author: Terry Brown, David Duff
Analog Devices, Inc.
7910 Traid Center Drive
phone: 910/668-9511; fax: 910/668-0101

This paper will discuss the emergence of an exciting new level of
integration and functionality: direct digital synthesis (DDS). While the
principal of DDS has been known for many years, it has only been with the
availability of low-cost implementations (such as the AD7008) that it is now
being considered as a viable technique for commercial applications. This
paper will focus on two areas:

--local oscillator synthesis using DDS:

The demands placed on oscillator designers to provide faster
switching local oscillators (LO) with greater frequency-hopping capability, to
be used with the developing digital communication standards, require new
techniques to provide effective solutions. Currently, the LO area is where
DDS has been given most attention, working in combination with traditional
techniques, to provide new solution architectures with a distinct set of
advantages and limitations.

--direct digital modulation using DDS:

With the on-going development of new digital communication
standards, the ability to implement different modulation schemes with DSP
software and DDS may prove to be very attractive. Here, we will discuss how
some of the more common digital modulation techniques, such as Gaussian
Minimum Shift Keying (GMSK) and n/4 Differential Quadrature Phase Shift
Keying can be implemented using DDS.

The combination of DDS and Direct Digital Modulation leads to radically
different system architectures, with various tradeoffs. This may prove more
appropriate for certain design challenges which require design flexibility
and improved performance at a lower cost.
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ARCHITECTING RF SUBSYSTEMS USING INTEGRATED R.F.
CIRCUITS FOR WIRELESS COMMUNICATIONS
PRODUCTS

Peter Bronner, Applications Engineer
and
Philip Carrier, Wireless RF ICs Marketing
Manager AT&T Microelectronics
Reading, Pennsylvania

Over the past 10 years there has been an explosive growth of personal
wireless products ranging from pagers to cordless and cellular tele-
phones. Until recently, the RF sections found in these products in-
corporated very low levels of integration — most consisted of dis-
crete components. However, with the advent of digital cordless and
cellular telephony, it became difficult to realize the size, power
and cost objectives using discrete components. The need to produce
these products in high volume at competitive prices adds to the tech-
nological pressure to incorporate much higher levels of integration,
including the RF section. As a result of this growing demand, many
semiconductor manufacturers are developing integrated solutions for
the RF section of personal wireless communication products. This pa-
per explores the factors that impact the greater integration of solid
state RF components for personal wireless communications products.

The past decade witnessed the explosive growth in the use of
personal wireless telephone products. For example, more than 13 mil-
lion cellular telephones are now in use in the United States alone.
Moreover, more than 60% of all new telephones sold here today are
cordless models. Clearly, telephone users want portability. Equipment
manufacturers are trying to meet the demand with ever smaller,
lighter and less power hungry cordless and cellular products.

To meet the growing demand of more customers, new digital commu-
nications standards have been developed to make more efficient use of
radio frequency spectrum. These standards increase the user capacity
by three times or more by the combination of time division multiplex-
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ing (TDM) and digital speech compression. Though there are different
systems in use or under development in various parts of the world,
all permit at least three users to “simultaneously” share a wireless
communications channel.

The use of TDM and speech compression impact the design process
because they are far more complex than the older analog technologies.
As a result, far more signal processing is required throughout the
wireless product’s function blocks. Because of this, the new genera-
tion of digital wireless products are designed around digital signal
processors (DSP).

Concurrent with the need for increased processing power, the
market is demanding smaller and lighter products that provide more
talk and standby time. Although digital communications provide for
more user traffic by increasing channel capacity, the increased sig-
nal processing components consume more power to the detriment of in-
creased talk and standby time. Thus, manufacturers are faced with the
need to produce far more complex products while at the same time re-
ducing power consumption and holding or even reducing the selling
price.

Achieving these seemingly mutually exclusive goals requires
higher levels of circuit integration than previously used, not only
in the baseband circuits, but also in the RF section. Early attempts
at integrating RF circuits were limited to what might be described as
small scale integration. Typical examples of the functions performed
by these devices include mixers and intermediate frequency amplifi-
ers. More recently, semiconductor manufacturers began grouping func-
tions onto a single die to achieve what might be described as medium
scale integration. A typical example of these newer devices is an
integrated quadrature modulator. And further levels of integration
are needed to fully realize cost, size and power objectives.

To achieve significant improvement, devices must be optimized
from a system perspective. Optimizing at the device level brings with
it only limited improvement at the system level. What this means is
that individual devices may not provide the very best performance
when considered separately, but the overall system performance is
enhanced. For example, in designing an integrated quadrature modula-
tor, a relatively high output power (typically 0 dBm) must be gener-
ated from minimum supply current. To an IC designer, this can be best
achieved by driving the output differentially. However, optimizing the
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modulator’s circuit design leaves the system designer with the problem of
driving a single-ended filter with a differential signal from the modulator.
Since this usually involves the use of a balun implemented with discrete
components, the benefits of integration would be compromised by the depen-
dence on the external components at the system level.

Designing The Optimum RF ICs

It should be understood that “optimum” is defined by each customer.
Thus, optimizing is achieved by meeting the customer specified tradeoffs of
integration, price, size and power consumption. Different system designers
may prioritize these factors differently, depending on their specific devel-
opment objectives. We will describe the often conflicting implications of
balancing these objectives and how they are influenced by the system stan-
dard.

System Standaxrds: There are many wireless communications standards
now in use or proposed throughout the world. For digital cellular, four stan-
dards have been accepted for use: two for the USA (IS-54, based on TDMA, and
IS-95, based on CDMA), one for Europe (GSM) and one for Japan (PDC). For
digital cordless applications, Europe (DECT) and Japan (PHP) have each
adopted a standard but the USA has yet to do so. Although the requirements
set forth in the various standards affect all portions of a wireless communi-
cations product, their effect on the RF section is very significant.

These standards, for example, set the frequency range, channel band-
width, output power level, receiver sensitivity, minimum signal-to-noise
ratio and other operating parameters. Table 1 lists these and other param-
eters for the various systems. Some of these have a direct impact on the
levels of integration achievable, and are discussed below.

System  Channel Access/Duplex TxRF  RxRF TxPower  Frame - slots

1854/55 30KHz a)FDMA/FDD 824-849 869-894 0.6W a) N.A.
b)TDMA/TDD MHz MHz (Class IV) b)40 ms + 6

Japan PDC 25 KHz TDMA/TDD 810-826 940-956 0.8W,03W 40 ms+6
MHz MHz (Class I, IV)

GSM 200 KHz TDMA/TDD 890-915 935-960 2W,0.8W 46ms+8
MHz MHz (Class IV, V)

DECT 1.7 MHz TDMA/TDD 1.88-19 188-19 0.25W 10ms=+24
GHz GHz

Japan PHP 300 KHz TDMA/TDD 1.88-19 188-19 O0.01W 5ms+8
GHz GHz

Table 1: Standard-specified Parameters for Various Systems
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Transmit Power: To compensate for filter losses between the
power amplifier and the antenna, the power amplifier output level
must usually exceed the specified radiated power by up to 50%. To
protect the receiver against overload from the transmitter power
amplifier, a duplex filter is required. These devices, however, are
fabricated using different technology than either the receiver’s low
noise amplifier (LNA) or the transmitter’s power amplifier (PA). LNAs
and PAs are usually implemented using gallium arsenide (GaAs) tech-
nology because of the intrinsic characteristics of GaAs for lower
noise (for the LNA) and higher efficiency (for the PA). This means
that a single integrated circuit cannot be used to implement the du-
plex filter, LNA and PA.

In lower power systems, such as digital cordless telephones
where the radiated power levels are several hundred milliwatts, a
duplex filter is not required. Instead, a simple switch can be used
to toggle between receive and transmit modes. In these systems, the
switch can also be implemented in GaAs technology, making a fully
integrated front-end (switch, LNA and PA) realizable.

Channel Bandwidth: Wide channel bandwidths (GSM, DECT and PHP)
imply S.A.W. IF filters, suggesting the IC will interface to a medium
impedance. However, IC output nodes driving these are likely to be
the collectors/drains of active RF mixers which have high source im-
pedances. As a result, the matching networks will be somewhat more
sensitive to matching component tolerances than if the source imped-
ance is low. This may make achieving the passband characteristics of
the S.A.W. more difficult without premium matching components. A
lower source impedance may be easier to match but is likely to be
more wasteful of supply current needed to bias the output.

TDMA Timing: Biasing of inputs and outputs is an important con-
sideration in TDMA systems in which power can be saved by turning off
the radio during idle time slots. In the IS54/55 and PDC systems,
there is an idle period of up to 13.3 milliseconds between active
slots for either transmit or receive. However, large external cou-
pling capacitors may be needed if the operating frequency, or the
source or load impedance, is low, or a matching network design speci-
fies it. Four milliseconds or more may be required to charge large
coupling capacitors. As a result, supply current may be wasted by
having to power up prematurely to allow a high-impedance IC bias cir-
cuit to charge the external capacitors. So, it is beneficial to plan
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for low time constants, relative to the time slot length, for exter-
nal reactance interfaces to the I/0 of an RF IC.

Transmit-Receive Frequency Offset: Reduction of the RF VCOs into
one unit integrated with other subcircuits is often desirable. The
VCO frequency rate of change is a consideration that can be inferred
from Table 1. In both IS54/55 and GSM, the transmit/receive offset is
45 MHz in the TDMA mode. In 1S54, the VCO must change 45 MHZ in about
2.2 milliseconds (20.5 MHz/msec) while in GSM the change must occur
in 1.1 milliseconds (41 MHz/msec). Settling time specifications over-
lay the gross frequency transition requirements and together these
implicate feasibility of IC design, and the IC-to-board interface as
well.

Power Consumption Objectives: As previously mentioned, port-
ability is a key objective for wireless communications products. Many
factors affect the power consumption of the electronics, including
the electrical requirements imposed by the standards, battery voltage
and semiconductor technology used to implement the electronics.

One fundamental characteristic of the semiconductor process will
be mentioned here along with some of its consequences. The operating
bandwidth of transistors made in a process are especially the result
of its fT, bias currents and voltages, and parasitic capacitances.
The opportunity to integrate often involves high frequency functions
formerly relegated to discrete components (LNA, active RF mixers, IF
amplifiers and active phase shifters). For these to be feasible, the
transistors must have adequate bandwidth at acceptable levels of sup-
ply current. Restated, the opportunity to minimize supply current of
integrated radio functions at a given operating frequency depends
inversely on the bandwidth of the semiconductor process. The chal-
lange facing the designer is extending battery life to provide more
operating time while minimizing size, weight and cost.

In the RF subsystem, the power amplifier is the primary consumer
of power when the unit is in the talk mode. Although optimizing the
power amplifier can significantly impact overall power consumption,
power savings also can be achieved elsewhere in the RF section. Con-
sider, for example, the receiver’s overall gain. It may be realized
at RF frequencies, but that strategy would consume significantly more
power than putting most of the receiver’s gain at a lower intermedi-
ate frequency. A design analysis may show that even more savings can
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be achieved by adding another mixer and down converting again to an
even lower intermediate frequency.

Representations of a single- and dual-conversion receiver are
shown in Figures la and 1lb. As can be seen, the single-conversion
architecture consumes 3 milliamps more in the IF stages than the
dual-conversion design because it employs more circuitry at higher
frequencies. The RF, first IF and baseband frequencies are comparable
in both designs. Note, however, that the dual-conversion design re-
quires more external components. The tradeoff between increased power
consumption and increased external component count will be viewed
differently by each customer.

External Components: The whole point of turning to higher lev-
els of integration is to minimize the number of components and their
associated costs. However, some functions have not yet been incorpo-
rated into integrated solutions. This is especially true in RF cir-
cuits due to the extensive use of inductors and capacitors. While
smaller values of inductance and capacitance may be indispensable
when fabricated on a monolithic semiconductor, their use in some
functions is limited by sensitivity to bias voltage, Q or current
density. So, for many high frequency applications, external inductors
or capacitors are required. The problem is compounded by the die area
needed to implement larger capacitor and inductor values because more
chip area means higher chip cost.

Figure la & 1b: Comparison of Tradeoffs in Integration of Two Radio
Receiver Architectures
(All Amplifiers, Mixers, and Baseband Filter Assumed Candidates for Integration)

IF AGC
RF Image RF-IF Amp Baseband
LNA Matching IF  Matching Baseband
Filter Mixer Filter(s) Detector | pF.
o H 2 -
% 2: % B
FREQUENCY 900 MHz 70 MHz 100 KHz
SUPPLY CURRENT 15 mA (all RF) 12 mA
NUMBER OF COMPONENTS 2 2
NUMBER OF FILTERS 1-2

Figure la: Single IF Heterodyne Receiver Architecture
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IF1 - IF2 IF2 IF2
RF RE-IF Mixer Match Filter Match :GC
tNa - Image PRPY Matching gy Matching  IF or or Amp Baseband p,.opong
Filter xer Filter Amp Termination  Termination Detector | p
x 4 % %
- 1 = L -
FREQUENCY 900 MHz 85 MHz 455 KHz 100 KHz
SUPPLY CURRENT 15 mA (all RF) 4mA 5mA
NUMBER OF COMPONENTS 2 2 2(LO) 2 2
NUMBER OF FILTERS 1 1-2

Figure 1b: Dual IF Heterodyne Receiver Architecture

Also, when considering RF architectures, external components
required as part of the architecture must be seriously considered. It
is of no use to realize an advanced IC architecture that places unre-
alizable demands in terms of performance, size and cost on external
components. Consider again the example of the single- and dual-con-
version receivers. The implications of external IF filters are shown
in Figures 2a through 2c.

Figure 2a-2c: Relationship of Receiver Complexity to Achievement of
Required Channel Selectivity

SINGLE IF, ONE FILTER

IF AGC
RE-IF IF Amp pum———
Mixer  Fiter(s)
® d’ — ~————
< — —

Figure 2a: Single IF Architecture — One IF Filter

Figure 2a illustrates an ideal single IF heterodyne receiver
architecture, which requires a minimum of filters and filter matching
components. However, a filter with adequate selectivity for the sys-
tem requirements may not be available, or may be expensive. At the
same time, the IF frequency must be high enough to avoid demodulating
two channels in the same band. Since the IF frequency will be higher,
more supply current will be required to provide the full IF gain.
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SINGLE IF, TWO FILTERS

RF-IF IF IF fAGc
Mixer Filter Filter mP
| -¢+—— 1FILTER
X |=
- = 2 FILTERS

¢ CASCADED

Figure 2b: Single IF Architecture — Two IF Filters

Figure 2b illustrates an architecture similar to that shown in
Figure 2a but with one filter replaced by two. The two duplicate fil-
ters are more likely to be readily available but if they are S.A.W.
filters they may consume a large amount of board area. And, as in
Figure 2a, the IF must be higher and, as a result, the supply current
needed for full IF gain will also be higher.

TWO IF, TWO FILTERS >|
IF2 FILTER
R
(SECOND MIXER TRANSLATION) PASSBAND
IF2 AGC
IF Amp
RF-IF
IF1 IF2
i
Mixer  Fier X Fitter | /
IF1FuTER IF2 ””,,
PASSBAND
CASCADED
PASSBAND

Figure 2c: Dual IF Architecture — Two IF Filters

Figure 2c illustrates a double-conversion architecture using
readily available first and second IF filters, which together provide
the required selectivity. The first IF filter requires matching
components but the second IF filter, which operates at a lower fre-
quency, can be terminated with resistors because power transfer is
not critical. Also, high gain can be provided with minimum supply

current.

Size Obijectives: Users of wireless communications want unobtru-
sive products that can be slipped into a pocket or other convenient
location when not in use. Therefore, the physical size of the elec-
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tronic components are continually forced to be smaller and smaller. This is
often achieved through higher integration and advanced packaging. Of course,
the cost objectives are also being reduced, which limits packaging options.

The need for low cost dictates plastic packaging, but the need to oper-
ate at up to 2 GHz raises interesting challenges. Challenges also arise from
the need for small, low-profile packages with high lead counts which results
from higher levels of integration. Limiting package size, however, means
decreasing the space between leads, which increases inter-pin capacitance and
inductive coupling. At a few hundred megahertz, this capacitance has little
effect on performance but in the gigahertz range it can create significant
problems. Also, as the packages grow in pin count and size, bond wire induc-
tance from the die to the package leadframe can significantly degrade perfor-
mance.

The effect of reduced pin-to-pin spacing is decreased isolation. While
very good isolation can be achieved on an integrated circuit die, bringing
signals out onto I/0 pins degrades isolation. Reduced pin spacing, necessary
for smaller packages or higher pin counts, also degrades isolation. The sim-
plest example of the impact on isolation is an input and output at the same
frequency. If the integrated circuit provides more gain than the package
provides isolation, the subcircuit will be unstable. Figure 3 plots adjacent
pin isolation for a 28-pin gullwing SOIC package with 1.27 millimeter spacing
and a similar package with 0.65 millimeter spacing. As can be seen, isolation
decreases as pin spacing decreases. It can also be seen that isolation de-
creases as frequency increases.

o r—

-20

-40

Isolation (dB})

1 2 3
Pin Spacing 10 MHz 500 MHz 1000 MHz
-60 — 0.65 mm -49dB -16dB -10dB
1.27 mm -51dB -20dB -18 dB

80 1 ] 1 1 1 1 1 ]
200 400 600 800 1000 1200 1400 1600
Frequency (MHz)

Figure 3: Adjacent Pin Isolation vs. Frequency
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Another example in which isolation is critical is the situation
where two pins — an output and an input — are coupled through a
highly selective external filter. Successful monolithic integration
of the subcircuits at both ends of the filter depends on isolation
for filter stopband frequencies being comparable to the filter rejec-
tion.

Beyond simply degrading circuit performance, increased pin-to-
pin capacitance increases the potential for crosstalk. Often a de-
signer must separate what would have been adjacent pins with a third
pin connected to a signal ground to shield the two pins from each
other. Thus, shrinking the distance between pins can become counter-
productive if it results in the need for additional ‘shielding’ pins
to eliminate the potential for pin-to-pin crosstalk.

Reduced pin spacing results in decreased isolation because reac-
tance between the pins increases but this increased reactance can be
compensated with external matching networks. Thus, even when the
problem of decreased pin-to-pin isolation is solved at the package
level by interleaving signal ground pins, coupling between external
components may degrade isolation. In some cases, circuit design can
actively manage I/O impedances so that external compensation networks
can be minimized.

The examples given represent only some of the important factors
that affect a wireless communications product’s size, weight, effi-
ciency and cost. We have treated some of the effects of system stan-
dards, power, size and external components on RF integration as sepa-
rate factors when this could not be further from the truth! Decisions
in devising the optimum RF architecture actually involve reaching the
most acceptable compromise amongst all the conflicting requirements.
Trading off costs, the number of external components, power and level
of integration is the IC and systems designer’s challenge. Regardless
of what factors are taken into consideration during the design pro-
cess, it is important to approach the design from a systems point of
view. Often the optimum solution requires the attention of both the
systems designer and semiconductor manufacturers. The key to the
whole process, however, is a clear understanding before the project
begins of just what constitutes an optimum design in the mind of the
customer.

## #
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Performance Analysis of DS-CDMA with
Slotted ALOHA random Access for Packet PCNs

Zhao Liu

Magda El Zarki

Department of Electrical Engineering
University of Pennsylvania

DS-CDMA packet radio with slotted ALOHA (DS-CDMA-S-ALOHA) has the promise
of combining the properties of statistical multiplexing from DS-CDMA and random
access from slotted ALOHA to achieve higher spectrum utilization for diverse services.
While DS-CDMA-S-ALOHA introduces receiver capture capability, it also introduces
random interference which will cause random errors. Thus, the performance of DS-
CDMA-S-ALOHA protocol will depend not only on the receiver capture but also on the
retransmission caused by random errors.

In this paper, a discrete Markov chain based mathematical model is derived. The model
captures both the random access and the random errors associated with DS-CDMA-S-
ALOHA. The model also captures the effect of adding error control bits to packets. In the
paper, in addition to DS-CDMA-S-ALOHA, an idealized protocol — DS-CDMA-S-
ALOHA with collision detection (DS-CDMA-S-ALOHA-CD) is also introduced to pro-
vide a upper bound for the performance of the system. The derived mathematical model is
then used to evaluate the performance of both schemes in addition to the trade-off of add-
ing error control bits in packets.



A Monolithic 915 MHz Direct Sequence
Spread Spectrum Transmitter

Stephen Press
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Tektronix Microelectronics
P.O. Box 500
Beaverton, Oregon 97077

The allocation of the Spread Spectrum bands has spawned a
wide range of applications which demand high performance de-
signs with economical implementations. This article describes
one such design which is a 915 MHz Spread Spectrum transmit-
ter implemented with a minimum number of parts and a low
manufacturing cost. An overview of the system design will be
presented, however the bulk of the discussion will concern the
transmitter ASIC which is a monolithic implementation includ-
ing the 915 MHz oscillator, a divide-by-eight prescaler, a
pseudorandom code input buffer, an up—converting mixer, an
AGC amplifier, and an output driver.

SYSTEM OVERVIEW

This design is part of a fault detection system that broadcasts a
signal to a remote location, identifying the fault condition. The
transmitted signal has to be successfully received at distances
up to two miles. The sensitivity of the receiver requires the
transmitted signal output be +20 dBm. The total transmitter de-
sign fits on a circuit board which is less than 1.5 square inches.
As shown in Figure 1, there are two ASICs in the design, the bi-
polar ASIC described above and a CMOS ASIC. The CMOS
ASIC includes a pseudo-random code generator, a crystal con-
trolled oscillator, a phase detector, and an integrating amp. In
addition to the two ASICs, the transmitter board contains a
prescaler, a regulator, and various passive components.
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Figure 1. System Overview
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The crystal controlled oscillator on the CMOS ASIC provides
the clock for the pseudo-random code (PN code) generator.
The PN code is a 255 bit sequence which is encoded with in-
formation using Direct Sequence techniques. In this case there
is one bit of information per complete sequence where logic 1
is the normal 255 bit sequence and O is the inversion of the se-
quence. The code is output from the CMOS ASIC to the Bipo-
lar RF ASIC.

The 915 MHz oscillator on the bipolar ASIC is phase locked to
the crystal controlled oscillator on the CMOS ASIC. The pres-
caler function is partitioned between the Bipolar ASIC and the
external prescaler. The Prescaler output is compared to the
crystal oscillator output by the phase/frequency detector (PFD)
whose output remains linear over a range of 2 radians. The
PFD output drives a high gain charge pump integrator. The fil-
ter network for the integrator is performed with discrete devices
external to the CMOS ASIC. The voltage output from the inte-
grator is fed back to a varactor diode which is part of the tank
circuit in the 915 MHz oscillator.

In the bipolar ASIC the PN code is converted from CMOS logic
levels to a differential signal with appropriate levels for the mix-
er. The 915 MHz oscillator output and the PN code are mixed,
resulting in a several MHz flat band signal which is centered
at 915 MHz. This signal is passed through a two stage output
driver before the antenna. The antenna is a 37 ohm quarter wave
monopole.

BIPOLAR TRANSMITTER ASIC

The Bipolar ASIC was fabricated on the Tektronix SHPi oxide
isolated process [1] using two layers of metal interconnect and
offering npn transistors with an Fr in excess of 9 GHz. A tran-
sistor cross section is shown in Figure 2. The design was
exeguted on a QuickChip 6-40 which is a standard array of de-
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vices located in fixed positions on the die. The layout was ac-
complished by interconnecting devices using the two layers of
metal. By choosing this standard array we were able to reduce
fab time to 4 weeks, reduce the number of masks purchased to
four, and significantly reduce the layout time. The QuickChip
array provides vertical npn transistors, lateral pnp transistors,
JFET transistors, Schottky diodes, MOS and junction capaci-
tors, two types of implant resistors, and optional nichrome re-
sistors. (Figure 3.)

Figure 3. Bipolar Transmitter ASIC layout

An expanded block diagram of the Transmitter ASIC is shown
in Figure 4.
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915 MHz OSCILLATOR

The negative impedance oscillator used in this circuit is single
ended and resembles the Colpitts architecture. (See Figure 5.)
The principal components include transistor Q7, capacitors C1
and C2, and the external tank circuit. In the tank circuit a varac-
tor diode was used as a means of adjusting the frequency of os-
cillation. A parallel tank circuit was used to desensitize the os-
cillation frequency to bond wire inductance. In a negative
impedance oscillator the real portion of impedance looking in
from the tank is negative at the frequency of oscillation (and for
some surrounding bandwidth). It is this negative impedance
that allows the circuit to oscillate. The reflection coefficient
looking into a negative impedance is more than one, which im-
plies a continually growing oscillation at the resonant frequen-
cy of the tank. The factor limiting the amplitude of oscillation
varies in different oscillator architectures. However a conve-
nient way to view amplitude limits can be presented with a se-
ries resonant tank. In a series resonnant tank there will be a par-
asitic resistance in the L and the C tank elements and the trace
connecting the elements and the oscillator on the IC. The rela-
tionship between this resistance and the inductance and capaci-
tance of the tank can form the main contribution to determining
the Q of the circuit where;

Q=,%*/§

During a cycle of oscillation the sinusodal voltage variation

changes the input impedance of the oscillator from the initial
impedance at the DC bias point. This is due to large signal ef-
fects on the bias point of the transistor base. When the magni-
tude of the negative resistance of the oscillator equals the para-
sitic resistance then the oscillation amplitude will grow no
further.[2][3]

The oscillation at the tank is transferred to the emitter of Q7
where it is converted to a current. This current is mirrored from
Q810 Q9. Ql10 is a cascode stage used to increase the band-
width. The mirrored current is converted to a voltage across
R9. This signal is buffered by Q1 and fed into the single-en-
ded-to-differential stage (Q2, Q3). R10 biases the undriven
side of the differential stage (Q3). C3 provides an AC ground
at this input. The signal is amplified across the differential pair,
Q2 and Q3. One draw back todifferential conversion using this
technique is that the DC voltage dropped across R10 forms an
offset on the Q3 side of the amplifier. To minimize the offset
R10 must not be too large.

The initial amplitude of the oscillation at the tank is determined
by large signal phenomena. Because it is difficult to predict the
exact amplitude of the oscillation at the tank, the oscillator was
designed tolimit at the Q2-Q3 amplifier for all temperature and
process conditions. Thus the limiting conditions of this amplifi-
er, which are predictable, control the output amplitude of the os-
cillator stage. Limiting at this stage does introduce harmonics,
however these are reduced by the bandwidth limit of later stages
and by the matching network used at the output.
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Figure 5. Simplified schematic of the VCO

THE PRESCALER

Although it would be desirable to put the complete prescaler on
chip, this was not possible since this design was done on a stan-
dard array with limited numbers of devices. It is useful to have
some of the prescaler on chip for two reasons. First it is an ex-
cellent buffer between the oscillator and the off chip prescaler
and second, a 115 MHz signal coming off chip is handled much
more easily than a 915 MHz signal.

The prescaler is a traditional ECL sequential divider using three
flip—flops. Since the architecture is standard it will not be dis-
cussed further here.

PN CODE INPUT

The PN Code input is designed to accept a CMOS input signal.
In this particular application the code rate is about 3 megabits
per second (MBPS).

THE MIXER

The mixer as shown in Figure 6 is based on the Gilbert mixer
design. Normally in a mixer the lower port (Q5 and Q6) is the

RF port and the LO input is the upper port (Q2, Q3,Q7, and Q8).
The amplifier formed with the lower differential pair is linea-
rized with the addition of the emitter degeneration resistors R4
and R11. By so doing IP3 is increased and harmonics are de-
creased. Q5 and Q6 are large devices to lower noise on the RF
port. However in a mixer which is part of a Spread Spectrum
transmitter these rationales may not hold. As shown in Figure
6, the LO from the VCO is placed at the lower port and the PN
code is placed at the upper port. This connection scheme is the
opposite of that used in most applications. In a Spread Spec-
trum system the LO is phase modulated by the PN code, in par-
ticular the phase shift during a PN code transition is 180 de-
grees. The quicker this phase shift occurs the better defined is
the information. The upper port accomplishes this task. The
lower port accepts the high frequency 915 MHz LO. Because
the lower port was used for the LO the bandwidth of the mixer
remains relatively flat to 1 GHz. Two factors act to increase the
bandwidth in the LO path through the mixer. First the transis-
tors in the upper port, which are switching at a relatively slow
rate (R¥1.5 MHz), act as a cascode for the the transistors at the
lower port. Second, by keeping the degeneration resistors (R4
and R11) at the lower port the gain is reduced toabout 1.5 which
also increases the bandwidth. The goal in this design was to
keep the bandwidth flat past the frequency of transmission. As
shown in Figure 7, simulation indicates this goal was achieved
in the mixer.
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Figure 6. Simplified mixer schematic
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AGC AMPLIFIER

The peak to peak voltage coming out of the mixer is about 1
volt. The AGC amplifier increases this signal toabout 1.8 volts.
Since the circuit operates with a 5.2 volt supply and signal lev-
els become relatively large, it is important to assure that for all

signal conditions no transistors saturate. The mixer output is
level shifted through two diode drops and an additional 1 volt
through R9 and R10 before being passed on to the AGC amplifi-
er. This allows the AGC enough headroom to swing a 1.8V
signal. Amplification in the AGC stage is provided by the dif-
ferential pair Q1 and Q2 (see Figure 8). Gain is adjusted by va-
rying the bias current in Q1 and Q2. This is accomplished by
circuitry consisting of Q7, Q3, Q4, Q12, Q13 and associated re-
sistors. Asthe applied AGC voltage at the base of Q7 is reduced
from the nominal 5.2 volts, the current supplied to Q1 and Q2
is reduced which decreases the gain. The AGC gain adjustment
does not have to be linear for this system but it does requires
20dB of range which is achieved. (Figure 9). The purpose of
the AGC is to cut back the transmitted power when the system
battery power starts to fall. Since there is no requirement for a
linear relationship between the AGC voltage and output power,
the system described above is satisfactory.

The circuitry comprised of PLAT1, PLAT?2, and Q16-Q20 keep
the output common mode voltage level constant over the nor-
mal AGC voltage range. This compensation circuitry prevents
the Output Amplifier stage from saturating. As the AGC volt-
age is reduced the common mode voltage level at R10 and R11
rise due to the reduced current supplied to Q1 and Q2. Alsoas
the AGC voltage drops, the compensation circuitry increases
the common mode voltage drop across R20 and R21 tokeep the
AGC amplifier output common mode voltage level constant.
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Figure 8. Simplified schematic of AGC amplifier
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Figure 9. AGC effect on the transmitter
output

OUTPUT DRIVER
The output driver initially performs a differential to single

ended conversion with the amplifier composed of Q3 and Q18
(in Figure 10). The output of this stage is AC coupled through
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C11 totwoemitter follower stages (Q7, Q12, Q24). These drive
into the final common emitter stage consisting of Q21-23 and
Q25. The output driver transfers power to a 37 ohm antenna
through a matching network.

RESULTS

The initial results on the bipolar ASIC have been measured in
isolation from the rest of the system to separate the performance
of the ASIC from the total system. As shown in the plot of Fig-
ure 11, the measured output power was 18dBm which is 2 dB
below our system goal of 20dBm. Since the tests were run in
isolation from the rest of the system, the oscillator was not phase
locked and thus the frequency is not exactly 915 MHz. Figure
12 shows a narrow band plot of the output signal as viewed on
a spectrum analyzer. The resolution bandwidth of the measure-
ment was 1 kHz. Extrapolating from this the phase noise mea-
sured 100kHz from the fundamental is 97.2 dB down fora 1 Hz
bandwidth. Also specified was the match between the transmit-
ter output power with the PN code in either state (logic 1 or 0).
This output power with PN code in logic state 1 and in logic
state O matched to within 0.5dBm. This result achieved the re-
quired level. All results were measured with a Tektronix 2756P
spectrum analyzer.
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Figure 12. Phase noise at the output of the

transmitter.

DISCUSSION

This design has successfully integrated five RF functions on a
monolithic integrated circuit design. By so doing we have been
able to make possible from a size and cost standpoint a system
that would not have been possible with a discrete or multiple IC
approach. With the rapidly growing use of the 915 MHz band
this type of design will enable the implementation of many sys-
tems that would not otherwise be viable.

The RF ASIC met all of the system goals with the exception of
transmitter output power. As discussed in the earlier section the
measured output power was 2dB below the required 20dBm
level. High frequency probing of the part has shown less than
expected gain at 915 MHz in interior stages due to less than an-
ticipated bandwidth in these stages. This problem is being ad-
dressed in a redesign of the part.
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An E/D Mode S-Band MMIC Frequency Converter

M.C. Tsai, K. Gallagher*, Y. Tajima, T. McGuire*, K. Alavi, B. Cole, B. Binder, S.L.G. Chu, M. Goldfarb

Research Division, Raytheon Company
131 Spring Street, Lexington, MA 02173

Abstract - An I-Q frequency down converter
using enhancement/depletion (E/D) mode FET
has been realized at S-Band. Low conversion
loss with low LO power was achieved by using
passive DFET mixer. Low DC power consump-
tion on amplifiers was obtained by using EFET
and self biasing circuitry. The whole receiver
was integrated in a 2x1 mm2 MMIC chip biased
at a single 5V power supply.

Introduction

I-Q frequency converters have been used in
many commercial wireless communication ap-
plications such as spread spectrum, cellular
radio, and data communications.*»“ As more
and more components are integrated into a
MMIC chip, power consumption becomes one of
the prime concerns. Enhancement mode MMIC
technology which has demonstrated for low
power consumption capabilities,3’4 appears to
be a solution to minimize the power consump-
tion.

1 PBN-93-1095b

RE Mixer 90° LO

Figure 1. Block diagram of an Image Reject mixer.
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*Advanced Device Center, Raytheon Company
358 Lowell Street, Andover, MA 01810

This paper describes an I-Q frequency down
converter circuit utilizing enhancement/deple-
tion (E/D) mode MESFET MMIC technology for
2.4 GHz wireless Local Area Network (LAN)
applications. The converterincludes a LNA, two
mixers, a quadrature hybrid, two band stop
filters, and LO drivers. It consumes about 17
mA of DC current, with 10 mA as a goal in the
near future. The chipis processed at Raytheon’s
MMC foundry using newly developed commer-
cial E/D process. Design topology and test re-
sults are presented.

Circuit Design

The frequency converter circuit is a generic
image reject down converter circuit. It down
converts the S-band (2.4 GHz) signal to DC-100
MHz. Figure 1 shows block diagram of the
circuit. It includes a two stage low noise ampli-
fier (LNA), a passive 90° hybrid splitter, two
single stage LO drivers (LOD), two passive FET

iRF

|
11

PBN-92-2303
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Figure 2. Circuit of the passive FET mixer.
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Figure 3. Conversion loss vs. LO drive at different gate
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Figure 4. IF output power vs. LO drive at different gate
bias for a typical 500 um DFET.

mixers, and two RF band stop filters.

The mixers are passive DFET mixers. Fig-
ure 2 shows a circuit of the mixer. The RF and
IF signals share the drain of the device and are
separated by a band-stop filter. The LO power
feeds the gate of the device. Due to the lower
pinch-off voltage, (~-0.7 V), compared to the
typical MESFET devices, (~-1.5V), it allows the
conversion at a lower LO power. At 0 dBm of
available LO power, the conversion loss is about

8 dB for the mixer alone. Figures 3 and 4 show
conversion loss versus LO power at different
gate biasing for a MESFET and a DFET, respec-
tively. It can be seen that at 0 dBm LO drive, the
conversion loss is about -26 dB for a typical
400 pm MESFET mixer and about -8 dB for a
typical DFET mixer, when Vg =0 V.

The LNA includes two stages. The two
second stage amplifiers also serve as a splitter to
improve the isolation between two RF signals.
It was designed for 20 dB gain and 3 dB noise
figure. Figure 5 shows circuit of the LNA.

The LO drivers, in addition to amplifying the
LO signal, also provide isolation between the
mixer LO input ports and impedance matching
between the quadrature hybrid and the mixers.
The quadrature hybrid is a four (4) element LC
circuit. It provides sufficient amplitude balance
and phase quadrature over the LO frequency
bandwidth (200 MHz at 2.4 GHz) for image
rejection requirement. Figure 6 shows circuit
schematic of the quadrature and two LO driv-
ers. EFET’s were used in both LNA and LOD to
minimize the power consumption.

PBN-92-1411d

LNA
Vddo

=

T —ly-our

Vddo

T —r—-our @)

Figure 5. LNA circuit.

Circuit Fabrication

Circuits were fabricated using Raytheon’s
0.5 um gate E/D technology. The EFET and
DFET channel implants are formed by selective
ion implantation of Si and Be. The source and
drain ohmic contacts are formed on N+ regions
of the FET, which has a sheet resistance of
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Figure 6. LOA circuit.
PBN-93-1095a
EFET DFET
IDS - (mA/mm) 60 250
(Vgs =2.0V, Vgg=0.5V)
Transconductance - mS/mm 250 225
(Vgg =2.0V, Vgg = 0.5 V)
Vp- (V) 0.1 0.7
BVyg - (V) >7 >7

Table 1. FET characteristics of E/D Devices.
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Figure 7. Simulated conversion loss, R/I, L/l and L/R
isolation of a single—ended mixer.

200 Q/square. The gate material is Ti/Pt/Au.
The FET characteristics are given in Table 1.
The process also features GaAsimplanted resis-
tors with a sheet resistance of 850 Q/square, low
temperature coefficient (<200 ppm/C) 6 Q/square
TaN resistprs, 300 pF/mm# MIM capacitors
with 2000 A SiN dielectric, air bridges, and low
loss inductors and transmission lines using Ti/
Au with a sheet resistance of 10 m{/square.
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Figure 8. Measured conversion loss, R/I, L/I, L/R and R/L
isolation of a single—ended mixer.

Test Results

Wafers ofthe E/D devices were thinned down
to 15 mil. Both the complete receiver chips and
component test patterns were evaluated using
both on-wafer probing and discrete chip test in
test jigs. Figures 7 and 8 show simulated and
measured conversion loss, isolation between LO
to RF, LO to IF and RF to IF, of the mixer alone
versus the RF frequency.

A photo of the down converter circuit is
shown in Figure 9. Test results are listed in
Table 2. It shows that the conversion gain of the
receiver is larger than the required 15 dB volt-
age gain to a 1 kQ load. The I and Q amplitude
difference was 0.4 dB and the phase difference
was 84°. With an ideal 90° combiner, this
corresponds to better than 25 dB of image rejec-
tion. The isolation from LO to RF port is better
than 50 dB. Noise figure and conversion gain to
a 50 Qload are given in Figure 10, which shows
the noise figure is about 4.5 dB in the frequency
range, 2.4 +/- .1 GHz.
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Figure 9. Photo of an S-band down converter.

PBN-93--2291
RF Frequency 2.35 GHz
LO Frequency 2.45 GHz
RF Power -20 dBm
LO.Power 0 dBm
Bias Voltage 5V
DC Current 17.1 mA
Conversion Voltage Gain >15dB
to 1 KQ Load
RF to IF Isolation -27.4 dB
Lo to RF Isolation -51.8dB
I/Q Phase Deviation 84°
I/Q amplitude Deviation 0.5dB
IP3 Relative to Output +5 dBm
Table 2. Summary of RF test results.
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Figure 10. Conversion gain and noise figure of the I-Q
down converter.

Summary

This paper describes a 2.4 GHz MMIC 1-Q
frequency converter using E/D MMIC technol-
ogy. The design topology and test results have
been described. This chip has been integrated
into a transceiver chip which is currently in the
initial phase of mass production.
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RFIC Components for Cordless Phones
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Introduction

The commercial market for RF Inte-
grated Circuits (RFICs) is expanding rap-
idly. Many commercial applications are
appearing which need small, efficient
components which provide higher levels of
integration. Some examples include
Point-of-Sale (POS) Terminals, cordless
and cellular telephones, wireless meter
reading equipment, wireless security sys-
tems, and many others. This increased
integration level provides very low compo-
nent counts on the PC board, and reduces
the burden placed on the system manufac-
turer, ultimately allowing much lower
system  cost. This progression is
analogous to that seen with digital

circuits and microprocessors, whereby
increasing levels of technology was placed
upon the IC, and taken off the circuit
board.

One application which requires high-
volume, low-cost RFICs is the digital
cordless telephone. Several 900 MHz
phones have appeared on the market re-
cently, requiring a low-cost RF section.
Some of these RF sections are all discrete,
others use a number of individual ICs,
while still others use highly integrated
ICs. Also, some of the entries utilize
channel frequency hopping, others use
direct-sequence spread-spectrum (DS-SS),
and others use a combination of DS-SS
and frequency hopping. A highly
integrated RF chipset for a 915 MHz

ANTENNA INTERFACE ASIC RFAF ASIC Lo
tNA ":‘ 1DATA
—> >
w7,
QDATA
&
DIGITAL
ANTENNA e —" cofitroL
TR
SWITCH
<} 1
Lo
N
POWER DRIVER
AMPLIFIER AMPLIFIER
IF INPUT
Figure 1.
RF Section for Cordless Phone.
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spread-spectrum cordless phone has been
developed and will be described.

RF Chipset Requirements

The RF section such as that shown in
Fig. 1 performs the following functions:

e Modulates the baseband spread-spec-
trum encoded data signals directly
onto an RF carrier at 915 MHz,

¢ Amplifies the modulated signal with a
power amplifier to 100 mW for trans-
mission,

e Provides for switching Dbetween
transmit and receive paths, using a
T/R switch with digital control,

e Receives the incoming signal and am-
plifies with a low-noise amplifier,

o Demodulates the signal directly to

PAOUT [

rn ]
]
onol
anol]

LNA OUT E

POWER

SWITCH AMP

DRIVER

LNA
PRE-
DRIVER

DIGITAL

Rx ENABLE [_ CONTROL

|| BIAS
Vad (: CIRCUITS

Figure 2.

Antenna Interface ASIC.

baseband In-phase and Quadrature-
phase components.

The chipset consists of two chips: an
Antenna Interface ASIC and a RF/F
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ASIC, as shown in Fig. 2 and 3. RF Micro
Devices, Inc. utilized Optimum Tech-
nology Matching™, choosing high-per-
formance GaAs MESFET technology for
the Antenna Interface ASIC, and low-cost
Silicon bipolar technology for the RF/IF
ASIC. This partitioning of technologies
allows the optimum price/performance
trade-off.

Antenna Interface ASIC

The Antenna Interface ASIC is a
GaAs MESFET circuit, including a T/R
switch, high-gain power amplifier, and a
low-noise amplifier. The chip, supplied in
a plastic SOIC-16 package, operates from
a single 5V power supply. The overall
specifications for the circuit require gain
of 23 dB in transmit mode with 100 mW
transmitted power, and 23 dB gain with
less than 3 dB noise figure in receive
mode. The T/R switch is
controlled by digital
translators, so a standard
CMOS or TTL level input
can be applied to control
transmit or receive. Power
down features are in-
corporated on all circuits
and are tied to the T/R con-
trol.

The power amplifier is
a self-biased, 3-stage GaAs
MESFET design, with a
total gate width on the fi-
nal stage of 1.2mm. The
final stage is biased
slightly Class-AB, and con-
sists of depletion-mode
FETs with pinch-off
voltage of ~-0.9V. Total
current consumption in
transmit mode is ~60 mA.
Enhancement-mode FETSs
are used for part of the
driver amplifiers as well as
in the power down cir-
cuitry. The EFETs allow
the amplifier to be shut off completely
when not in use, using only the positive
voltages available from the translators.
The entire amplifier operates from a



single 5V supply, with no

need for an external nega-

tive voltage.
The LNA is a 12 dB

RFINE

] RF OUT

gain block with ~2 dB
noise figure. The input
and output are matched to
50Q2; the output interfaces
directly to the RF IN port
on the RF/IF ASIC.

RX (CMOS) [

RF/IF ASIC

The RF/IF ASIC is a
Silicon bipolar circuit, and
includes a bi-phase modu-
lator for transmit, and a !
quadrature  demodulator

DIGITAL
CONTROL

Lj TX (CMOS)

e
:l vcc

N
AMP

RF AMP

Lo :| GND

for receive. The LO input
power is -10 dBm, which is

amplified by the LO buff-

ers to 0 dBm, and is

distributed to both the up-

and down-converter.

Direct bi-phase modulation

and direct quadrature

demodulation is used, so a single external
synthesizer is all that is required for the
transceiver function. The 90° phase
shifter for the quadrature demodulator is
included on-chip to simplify the interface
requirements.

The Dbi-phase modulator accepts
inputs from 0 to >3 MHz with up to
0.5V, -p Carrier suppression is >25 dBc
for tge maximum input level. Maximum
output from the chip is -10 to -15 dBm.
This provides an easily achievable level
from the bipolar process, placing the
majority of the gain and power output
onto the GaAs circuit, where gain/stage
and power are much higher.

The quadrature demodulator operates
directly at 915 MHz. Input signals can
range from 900-930 MHz, and the 1/Q out-
put bandwidth is 0 to 3 MHz minimum.
Amplitude and phase balance specs are <1
dB and 15°, respectively. 1/Q output level
can be as high as 1.4V, at 1dB gain
compression.
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RF/F ASIC.

This chip also operates from a single
5V power supply and is supplied in an
SOIC-16 package.

Summary

A highly integrated 2 chip set has
been designed for cordless phones operat-
ing in the 915 MHz ISM-band using di-
rect-sequence spread-spectrum modula-
tion. This chipset allows the phone to be
produced with much lower manufacturing
costs and greater reliability than do the
discrete components.
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ABSTRACT

A low-cost direct quadrature modulator IC
capable of greater than 100 mW output power from a
single 5V power supply has been developed for digital
wireless communication applications in the 800 to 1000
MHz frequency range. The RF2423 integrates a fully-
monolithic high-accuracy direct quadrature modulator
with a variable-gain power amplifier on a compact GaAs
chip. A standard SO-16 plastic packaging approach is
used. Our overall design approach emphasizes low cost,
high performance, single-supply operation, ease of use,
and compact circuit board layout with no critical-value
external circuitry.

INTRODUCTION

A myriad of new digital wireless communication
systems are being designed today, including next-
generation cordless telephones, wireless utility meter-
reading equipment, and point-of-sale data links, which
take advantage of recent FCC rules changes allowing
unlicensed use of 902-928 MHz and other "ISM" bands at
up to 1 watt transmitter output. However, many
applications can achieve required link distance and
interference rejection with 100 mW output power,
reducing battery requirements and lowering system cost.

Quadrature modulation techniques provide an
adaptable means of amplitude, phase, and frequency
modulation for new digital wireless communication
systems.l:2  Advances in fabrication technology make
possible low-cost highly-integrated RFIC solutions to cost
and size minimization necessary for commercial and
consumer applications.? Direct modulation transmitter
topologies minimize transmitter size and cost by
eliminating up-conversion after modulation. A low-power
UHF oscillator and this new IC are the only RF
components required for an extremely compact 100 mW
spread-spectrum transmitter.
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CIRCUIT DESCRIPTION

Our design approach emphasizes low cost, high
performance, single-supply operation, ease of use,
minimum external parts count, and compact circuit board
layout with no critical-value external circuitry. A
compact chip layout, use of a mature high-yield
enhancement/depletion-mode GaAs MESFET fabrication
process, and plastic SOIC packaging contribute to
minimum production cost for commercial and consumer
application. Principal design challenges included
achieving 100 mW output and standby mode with single-
supply operation, and sufficient isolation between
modulator and power amplifier without increasing
packaging cost.

A circuit block diagram is shown in Figure 1.
The design methodology utilizes schematic circuit entry,
linear and non-linear simulation using both foundry-
supplied and proprietary device models, and manual
layout with foundry-specific design rules checking (DRC).
Proprietary software links schematic entry and simulation,
and checks layout versus schematic (LVS) to ensure
functioning circuits after one pass through fabrication.

GAIN 1 T e ——-1 STANDBY
Power [ |-

PHASE j Power Amplifier veoz
VDD1

Control

—| vDD3

GND Variable-gain GND
Amplifier
LOIN T POUT
GND T GND
lREFj:l> §§ <}» ¢ N /]jf Q REF
ISIG - ' > hlgsie
mixer Q mixer
Figure 1. RF2423 100 mW UHF direct-modulation

spread-spectrum transmitter IC block diagram.



A pair of doubly-balanced active mixers forms
the core of the quadrature modulator function. The single-
ended carrier input is divided and passed through an on-
chip phase-splitting network.  Resulting signals are
amplitude-limited to drive the mixer switching circuits in
quadrature. Relative phase in the two paths may be
trimmed by an external voltage around 1.4 volts, or left
unconnected as a default condition.

The carrier input is not internally matched to 50
ohms to retain flexibility in the interface between source
oscillator and this IC.

I and Q modulation inputs are differential,
although single-ended inputs are accommodated as well.
Mixer outputs are summed and are passed through two
variable-gain amplifier stages for output level control.
Output impedance-matching circuitry and power supply
feed are integrated with the fixed-gain output stage to
minimize the number of external components required.

An enhancement-mode FET is utilized in the
output amplifier to simplify class AB bias and to make
possible switching the output amplifier into a low-current
standby state. Positive gate bias voltage is generated by
the current mirror circuit shown in Figure 2. This
approach eliminates the need to internally or externally
generate a negative gate bias voltage and reduces the
effect of FET threshold variation on bias current. CMOS
logic levels control the standby switch, which turns off the
output FET through the current mirror. On-chip EFET
switches in series with the power supply leads control
current to the remainder of the circuit.

Figure 2. Positive gate bias voltage for the enhancement-
mode output FET is determined by a current mirror.

The variable gain function is based on
differential-pair amplifier stages with sources coupled
through MESFET variable resistors. An approximation
to a logarithmic control characteristic is obtained by using
two different FET sizes in parallel for the variable
resistance in each of the two amplifier stages and by

96

scaling and offsetting the gate voltages to the four
variable-resistance FETs.

MEASURED PERFORMANCE

Data presented in this section represents initial
measurements of plastic packaged ICs from the first
fabrication run, such as shown in the Figure 3 photograph.
Modulation inputs were driven unbalanced (single-ended).
Amplifier frequency response, gain control range, and
maximum output power closely match design simulations.
However, the data indicates low amplifier gain, partially
the result of a bias point modeling error in the output
amplifier. Higher than predicted modulation amplitude
was required to produce 100 mW output, leading to
slightly higher than expected distortion in the modulator.

Figure 3. Photograph of packaged transmitter IC.

Even so, excellent phase modulation performance was
obtained this first pass through fabrication. =~ Minor
changes to the circuit to increase gain have been
identified, which should increase modulator accuracy by
lowering modulation amplitude requirements.

Figure 4 is a plot of the measured output power
vs. gain control voltage between 800 and 1000 MHz.
Reference line (3 divisions from bottom of plot) is 0 dBm.
Vertical scale is 5 dB per division. Carrier input level is 0
dBm. At 900 MHz the output level is varied between 21
dBm and -6 dBm with a control voltage between 0 and +5
V for this unit. The mean level control range at 900 MHz
was measured to be 25.5 dB.
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Figure 4. Measured output power vs. gain control voltage
over the 800 to 1000 MHz frequency range. Reference
line (3 divisions from bottom) is 0 dBm. Vertical scale is
5 dB per division.

Figure 5 shows the measured 900 MHz vector
output for sine modulation inputs at 20 dBm output power,
showing minimal deviation from theoretical circular
output.
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Figure 5. Measured 100 mW vector output with sine I and
Q modulation.

Table 1 summarizes the mean modulator error
terms at 800, 900, and 1000 MHz obtained from SSB
spectrum measurements. Modulation amplitude, DC
offsets, and phase are adjusted to null carrier and image.
Carrier phase quadrature is centered at approximately 900
MHz, and is +2.5, -2.4 degrees between 800 and 1000
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MHz. Q modulation channel gain is approximately 1
percent lower than the I channel in these measurements. I
and Q channel DC offsets are between 32 and 112 mV.

Freq. Iofrset Qoffset  Phase Q Mag.
MHz mV mV Error Error

800 78 61 +2.5° -1.1%

900 100 44 +0.1° -0.9%
1000 112 32 -24° -1.4 %
Table 1. Mean modulator errors in initial SSB
measurements.

Another indication of modulator accuracy is the
level of SSB carrier and image suppression with no
modulation input or phase adjustments, summarized at
800, 900, and 1000 MHz in Table 2. Mean unadjusted
carrier suppression is 29 to 30 dB. Mean unadjusted
image suppression is 34 to 40 dB.

Freq. SSB Carrier SSB Image

MH:z Suppression, dB  Suppression, dB
800 30 34

900 29 40

1000 29 34

Table 2. Unadjusted mean SSB carrier and image

suppression in initial measurements.

The carrier input port is not internally matched to
50 ohms to retain flexibility in the interface between
source oscillator and this IC. Typical carrier input port
impedance is 150 -j150 ohms at 900 MHz, measured at
the SO-16 package lead. This impedance is easily
transformed to 50 ohms with parasitic circuit board shunt
capacitance and a series inductor. Figure 6 shows the
measured carrier input port impedance between 800 and
1000 MHz, using an external 22 nH series inductor for
impedance matching.
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Figure 6. Measured carrier input port impedance using a
22 nH external series chip inductor to match impedance to
50 ohms.

Measured output power vs. carrier input level at
800, 900, and 1000 MHz is plotted in Figure 7, showing
the carrier input limiting characteristic. Nominal carrier
input level requirement is 0 dBm for resistive input
termination (as plotted). An inductive input match
approach (as in Figure 6) reduces input power requirement
to -5 dBm.
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Figure 7. Measured output power vs. carrier input level at
800, 900, and 1000 MHz. External resistive carrier input
termination is used. Inductive input matching circuit
reduces input power requirement by 5 dB.

Mean idle DC current drain was 67 mA from the
single 5V supply. Mean DC current drain at 100 mW
output power at 900 MHz was 127 mA. Mean standby-
mode current drain was 7 mA.
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CONCLUSION

A low-cost 100 mW UHF direct quadrature
modulator IC has been developed for digital wireless
communication transmitters in the 800 to 1000 MHz
frequency range. Completely monolithic carrier phase
splitter, carrier limiting amplifiers, a pair of active doubly-
balanced mixers, variable-gain amplifier, and power
amplifier are integrated on a compact GaAs MESFET IC,
The plastic SO-16 packaging approach is chosen for high-
volume commercial and consumer applications. This IC
and a low-power UHF oscillator are the only RF
components required for an extremely compact 100 mW
spread-spectrum transmitter.
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Improving Wireless Design and System Integration with Real-World Testing

Ben Zarlingo

Hewlett-Packard Co.--Everett, Washington

Abstract: Designing tomorrow's wireless systems is
a complex task undertaken in an environment of
fierce competition. System integration is a special
challenge in new applications where the connections
between component performance, modulation
technique, signal path variations and overall system
performance are not well understood.

This paper demonstrates how the use of real-world
test signals and advanced signal analysis can improve
component or system testing and speed system
integration. Examples are provided at baseband, IF
and RF through the use of vector signal analysis and
flexible multi-format digital demodulation.

Testing is a vital part of any communications system
design and systems using digital modulation
techniques are no exception. However the most
widely used tools, tests and analysis techniques do a
much better job with the traditional analog part of the
test problem than with the new digital functions. The
difference between the old and the new can be
expressed in several different ways--The presence of
burst or pulsed signals, the use of I-Q modulation, the
need to measure phase. In many systems all of these
differences apply.

Traditional precision tools such as spectrum
analyzers, power meters and counters are not
sensitive to signal phase and most are not designed
for time-varying signals. Thus it may be difficult to
measure the signal content, total power or even the
exact frequency of burst and/or complex modulated
signals. Digital oscilloscopes can capture signals
completely but even with extensive signal processing
they do not have the measurement precision and
resolution to fill the gap. Nonetheless it is vital for
designers to know what effect each component has on
overall modulation quality and system performance.
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System Integration

In the system integration phase of design it is
important to be able to track signal integrity
throughout the block diagram since this is the best
way to identify malfunctioning blocks or to track
down problems at the interface between blocks.
Unfortunately this can be very difficult due to the
changes the signals undergo as they pass through the
system. They are filtered, their frequency is changed,
and they are often split into components such as I and
Q. In many systems they are also multiplexed in
frequency and/or time.

The ability to track a signal through the block
diagram has other benefits for the design engineer.
There is no need for the entire system to be up and
running before individual blocks can be realistically
tested. This avoids the sometimes-primitive design
technique of dismantling the system, making a
change, putting the system back together again to
evaluate the change, etc.

Design Optimization

In the design optimization phase the system is
working and the goal is to optimize one or
(inevitably) more factors. System design is often
managed from an error budget point-of-view and
here, better testing can bring a variety of benefits:

« Designs are completed sooner--Powerful,
definitive tests allow designers to meet the error
budget faster. Shorter time-to-market is always
better

« Design costs are lower--A shorter design process
is inherently less expensive, and

e Product costs are lower--Unambiguous, detailed
testing shows engineers where they must spend for
better performance and where they can economize.

e System performance is improved--Better testing
means a more optimal design and the best possible
performance from a given system, whether




performance is measured as error rate, spectral
efficiency, battery life, etc.

¢ Manufacturability is enhanced--Clearer insight
into the factors that affect each performance
parameter reduce expected yields and speed
system checkout and adjustment.

« Frequency utilization is more efficient--Optimally
designed systems make the most of valuable RF
spectrum. Smaller system errors improve noise
margin and may allow for more spectrum-efficient
(and demanding) modulation types to be used.

Real-World Testing

The most efficient and productive testing is that
which relates directly to the functionality and
performance of a system. Traditional measures such
as harmonic and intermodulation distortion, spurious
and phase noise were appropriate for CW methods of
transmitting analog data but fall short in representing
the true performance of modern digital systems. End-
to-end testing such as BERT (Bit Error Rate) is both
realistic and useful, yet offers only limited insight
since it reveals the existence of problems but not their
location.

What follows are examples of real-world tests that
take advantage of advanced displays and signal
processing to more clearly identify the performance
of individual blocks in operating digital
communications systems. Measurements and
displays shown are from HP 89410A/89440A Vector
Signal Analyzers.

Example: Adjacent-Channel Power

An essential consideration in almost every radio
application is the potential for interference between
transmitters. This interference is generally the result
of amplifier distortion in the transmitter, and that is
where testing and optimization efforts are directed.
Though spurious and harmonic distortion products
can produce interference at widely different
frequencies, the most common problem is adjacent
channel interference. In analog radios
intermodulation distortion (IMD) is usually suspected
as the cause of this interference since 3rd and 5th
order IMD will produce distortion products very close
to the carrier frequency.

It is logical to extend this reasoning to the design of
amplifiers for systems transmitting digital data as
well. The implication would be to test such
amplifiers using closely-spaced CW signals as a
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stimulus and IMD as the primary measure of quality.
Designers would then modify amplifier design and
operating parameters to minimize IMD, assuming that
minimum IMD would result in minimum adjacent
channel interference.

The assumptions inherent in this measurement and
design approach may not be valid, however. A much
more realistic test alternative is to use a digitally
modulated signal as the stimulus and to measure the
actual adjacent channel power (ACP) that results from
it. Though this approach requires more advanced
measurement techniques it is much more likely to
predict the actual performance of an operational
system and should result in more optimal design
trade-offs.

Both the stimulus and analysis capability can be
provided by a vector signal analyzer with an RF
arbitrary waveform source. The source supplies a
signal similar to the one to be used in actual system
operation. The resulting amplifier output is then
directly analyzed for adjacent channel power using an
integrated band power measurement feature.

First the power in the occupied channel is integrated
over the actual channel bandwidth and used as a
relative power reference. Such a measurement is
shown in figure 1 below.

IRACE A: Chi1 Spectrum
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Figure 1: Integrated band power measurement, in-channel
power measured as -0.01 dBm
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The band power markers are then positioned over the
adjacent channel and its power is integrated as well.
The difference between this reading and the reference
figure is a direct measure of ACP. This measurement
is illustrated in figure 2.
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Figure 2: Integrated band power measurement, adjacent
channel power measured as --62.5 dBm

The benefit of the real-world nature of this test goes
far beyond the theoretical. In some systems ACP and
IMD indeed do not correlate in the expected manner.
Strategies for minimizing IMD such as increasing
amplifier current and selecting amplifiers for
minimum IMD may provide no benefit in actual
radios and could actually create problems in the
following areas:

e Poorer amplifier yield--Selecting for minimum
IMD could result in the discarding of amplifiers
with acceptable ACP.

 Higher manufacturing costs--Wrongly discarding
useful amplifiers and tuning others for a parameter
that does not actually improve performance
increases the resources spent on each amplifier.

o Increased power drain/shorter battery life--
Changing the operating conditions of an amplifier
could result in shorter operating time for portable
equipment with no benefit in operational
performance and perhaps a heat-related reliability
penalty..

e Larger size/weight for portable products--Another
penalty of higher-power operating conditions is
the need for larger batteries and power supply
circuits.

o Longer design cycle--Achieving the same level of
real-world performance and reliability in a system
takes longer when the wrong parameters are
optimized.

Example: Error-Vector-Magnitude
The basic measure of digital radio performance is Bit-
Error-Rate (BER). However in most design situations
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this is a catastrophic indicator and not a continuous
measure of modulation quality. Specifically, a bad
BER can indicate that a problems exists but provides
no insight into the nature of the problem. Conversely
a good BER may mask developing problems and give
no indication of problems until failure is imminent.

Other measures of modulation quality have been
developed which are more narrow indicators of
overall radio performance but which offer much more
diagnostic insight. Magnitude and phase error
(sometimes referred to as global phase error) are good
examples. One of the best indicators is a composite
of magnitude and phase error--Error Vector
Magnitude (EVM). EVM is shown graphically in
figure 3 below.

Q

Magnitude Error (1Q error mag)

Measured /

. Error Vector
Signal

™~ Reference Signal

Phase Error (1Q error phase)

I

Figure 3: Error Vector Magnitude is the vector difference
between the measured I-Q signal and an "ideal" reference
signal.

EVM refers to the vector (I-Q or magnitude-phase)
difference between the actual and ideal symbol
locations at the decision point or the symbol clock.
From the diagram it can be seen that magnitude and
phase errors are component parts of EVM. Since
amplitude errors can cause data errors even in
constant-amplitude modulation techniques it is
beneficial to look at EVM in most cases. Thus EVM
will be the focus of demonstrations in this paper,
though amplitude and phase (or I-Q) error
measurements may be performed in a similar fashion
with the same equipment and are also described.

EVM is a very flexible measure of system or block
performance. It can be applied globally, to an entire
modulator system or to an entire burst. Alternatively ,



it can be used to evaluate individual blocks or to
examine a single troublesome symbol isolated from a
long sequence. Most importantly, it relates directly to
the proper functioning of a component or system and
it can be evaluated both visually (for a general
appraisal of functionality) and numerically (for a
precise measure of modulation quality.

The principal drawback of measuring EVM is its
complexity. Not complexity of use, but complexity
of execution. EVM is essentially a residual
measurement and, as such, it requires the generation
of an ideal signal for comparison. The
measurement/computation process is shown in Figure
4 below.

\ Root Raised
Cosine Filter Measured Data
(Receiver
[HP894xx]) Demod-
. / "
ulator Bits

deal/Reference ments
Signal 1 , x '
Generated Ideal Data

Raised Cosine Filter

Figure 4: Calculation Error Vector Magnitude and/or its
component parlts requires the generation of an ideal
reference signal. Generation of this signal may also
involve filtering to match specific system requirements.

Generation of an EVM measurement is a two-path
process. The modulated signal is downconverted if
necessary and then demodulated using a carrier lock
algorithm. The recovered modulation is processed to
recover a symbol clock and is often passed through a
channel filter. Channel filters are used to limit signal
bandwidth and to improve receiver sensitivity and
may be implemented in the transmitter, receiver or
both. The most common filters are Gaussian and
raised-cosine (Nyquist) or root-raised-cosine.

Production of the reference signal starts with
decoding the bit sequence represented by the signal
under test. This bit sequence is used along with the
specified modulation parameters of the system
(channel filter bandwidth and type, symbol rate) to
digitally create an "ideal" signal trajectory
corresponding to the symbol sequence from the actual
measured trajectory. The vector difference (residual)
between the real and ideal trajectories is the system
error, also called I-Q error. An example of these two
trajectories (overlaid) is shown in Figure 5. The
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Error
Compare Measure-

modulation format of the signal is 16 QAM and the
symbol rate is 3.84 MHz.

TRACE A: Ch1 1Q Meos Time
A Mkr 36.200000C sym 5
B Mkr 36.20C0CCC sYym 6

—1.3356486733 0. 961648673296

Figure 5: Measured and ideal (reference) I-Q signal
trajectories overlaid. This is an expanded portion of a
16QAM vector (polar) measurement. The trajectory is
measured at a resolution of 10 points per symbol. For
clarity, only 10 symbols of a 100 symbol measurement are
shown.

The generation of I-Q error is thus a complex process
requiring precision measurements and extensive
signal processing. Fortunately the uses of this
parameter are simple and intuitive and quite powerful,
and the complex signal processing can be performed
by advanced analysis equipment. Since all the
complexities and details of the modulation technique
are taken care of automatically the designer can focus
on the residual errors alone--errors that directly
represent the non-ideal behavior of the signal or
system. Analysis tools such as vector signal
analyzers are now available with appropriate
algorithms and high speed signal processing that can
perform these measurements fast enough for real-time
evaluation and adjustment.

An example EVM measurement is shown below in
two different views as Figure 6. A group of 100
symbols has been demodulated and EVM has been
measured as described above.
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Figure 6: Error Vector Magnitude measurement of 100
symbols (top trace). In the lower trace the scale has been
expanded around the point of maximum error and vertical
lines are used to signify the symbol times. Only 20 symbols
of the measurement are shown in the lower trace. Note that

maximum EVM does not occur at a symbol time.

In Figure 6 above EVM is plotted vs. time, where
time is expressed in symbols. At the symbol rate of
3.84 MHz and with 10 measured points/symbol, EVM
is calculated every 26 ns. In the upper trace the EVM
of the entire group of 100 symbols is shown. This is a
useful macroscopic display of error behavior over an
entire burst, and this analyzer can measure bursts of
over 4000 symbols in length. In this longer view
error trends can be spotted, and the overall EVM
behavior can be assessed. Built-in peak search
routines can be used to easily find the maximum error
in a burst.

The lower trace provides a much closer view of the
same information. A section of the upper trace
representing only 20 symbols is expanded to show
error magnitude around the peak error found in this
burst. This allows error behavior to be examined
symbol-by-symbol, showing the transition between
each state.

Time domain measurements of error such as this can
be made to show even more detail. The
measurements above were made with a resolution of
10 point/symbol. With sufficient sample rate,
memory etc. these measurements can be made with
many more points/symbol--up to 20 in the case of the
analyzer used here. In addition to more frequent
sampling, the analyzer must generate more frequent
"ideal" signal states to compare to the trajectory of the
actual signal. Thus the signal trajectory between
symbol states (decision points) can be closely

examined as well, and compared to an ideal. Such a
measurement is shown in Figure 7 below.
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Figure 7: Error Vector Magnitude measurement of 8
symbols with a resolution of 20 points per symbol. The
signal is NADC, n/4DQPSK, with a symbol rate of 24.3
kHz and an alpha of 0.35

As it is with many other measurement situations,
additional processing of this time-domain information
provides much more flexible and powerful analysis.
The simplest example is the use of peak search and
RMS routines. Identifying the peak EVM and the
symbol or transition associated with it can reveal
modulator errors. An RMS value of EVM provides
an overall measure of modulation quality or level of
interference.

Perhaps the most powerful use of EVM comes from
frequency domain analysis of the error signal. Since
the modulation has been effectively removed, small
amounts of noise, interference and nonlinearities can
be isolated, measured and their causes tracked down.
This process is demonstrated in the following figures.
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Figure 8: Constellation diagram of an NADC signal with a
spurious in-channel signal added. The signal is measured
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only at its decision points, and the ideal I-Q values for the
signal trajectory at the decision points are shown as
crosses.

In the constellation diagram above some errors are
evident in the dot groups which are not exactly on the
crosses. The I-Q errors are shown in magnitude and
phase form in Figure 9 below.

TRACE A: Ch1 1Q Mag Error
A

Marker 19.500CC00 sym —302.98 Mm%z

2.5

Real

Stort U sy

TRACE B: Ch1 1Q Phase Error
B Marker 19.500000 Sy

top: 89 sym

9.6497  deg

14
deg]

Wr Phs
2

deqg|
/div

Start: O sym Topr 99 sym
Figure 9: Magnitude and phase error of an NADC signal
with spurious distortion. The large phase error occurs
during the transition from symbol 19 to symbol 20 when the
signal trajectory passes near the origin and the effect of the

interference is on signal phase is much greater.

In this format errors such as amplitude droop, group
delay and phase jitter can be more clearly isolated.
As with EVM above, peak values can be examined
and linked with particular symbols (states) or symbol
times (the beginning of a burst, for example).

Where interfering signals are suspected, the error
signal can be transformed to the frequency domain for
identification as in Figure 10.
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Figure 10: Error vector spectrum measurement of an
NADC signal with spurious distortion.

The discrete signal shown in the measurement above
can be seen in no other way, since its power is
approximately 40 dB below the power of the
modulated signal itself. In any direct spectrum
measurement the interference signal would be
swamped by the main signal. This is true, even
though the interference could contribute to errors in
the system or degrade the error margin. While the
interference in the example above is a discrete signal,
noise-like interference could be handled in the same
way, and would be even harder to detect or measure
by any other means.

This is an important benefit of residual measurements
where the main signal is removed. Such
measurements provide a high resolution indicator of
the various elements of system performance. This is
especially valuable in design optimization efforts
where systems are already working and designers
need to differentiate between small changes in
performance.

Other Measurements

The architecture and signal processing of vector
signal analyzers provides for many other examples of
real-world testing. Some, beyond the scope of this
paper include:

o Phase perturbation measurements such as phase
Jitter, time jitter, phase deviation, peak and RMS
phase deviation. The analyzer's combination of
direct phase demodulation, auto carrier
compensation and band power markers provide
time-domain measurements of phase deviation
corresponding to actual system behavior.

o Carrier frequency measurements of phase and
frequency modulated signals. A linear regression
of demodulated phase slope yields a fast, accurate
measurement of carrier frequency for singly-
modulated signals.

e Instantaneous power measurements. Digital
demodulation without normalization provides a
polar (vector) measurement which can be scaled in
dBm. Signal power can be measured at every
point in the trajectory, and changes to parameters
such as filter alpha can be evaluated for their
effect on required amplifier power.



Measuring Carrier Frequency
of Wireless Communication Systems
in the Presence of

/4 DQPSK Modulation

David Chu and Dick Schneider
Hewlett-Packard Company
Santa Clara, California 95052

Introduction

Modern modulation methods, such as n/4 DQPSK
and MSK, impose deliberate phase and frequency
changes on a carrier in order to transmit data. This
affects the timing of the zero crossings of the
signal. Depending on the modulating data, the
number of zero crossings in a given time is often
quite different from what would be seen on an un-
modulated carrier. This presents a challenge when
trying to measure or monitor the carrier frequency
in the presence of modulation. This may be
especially true for wireless systems early in the
design phase when dedicated test equipment does
not yet exist. Frequency counters, for example,
measure average frequency by counting cycles in
a given time (or time for N cycles). They will
produce answers which fluctuate randomly—and
often significantly—around the true carrier fre-
quency if modulation is present.

This paper describes a method of accurately
measuring carrier frequency in the presence of
digital modulation. The example used to illustrate
the technique is t/4 DQPSK modulation which is
found in the NADC and JDC cellular radio sys-
tems. The technique is by no means limited to
these systems and can be adapted to cover other
modulation techniques based on similar frequency
or phase modulation.
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The measurement requires a Time Interval or
Modulation Domain Analyzer to gather zero
crossing time stamps. This is the raw data needed
by an algorithm which produces a very accurate
estimation of carrier frequency in the presence of
modulation. At the present time, this algorithm is
implemented as a Windows application on a PC.

The technique involves decoding the data im-
posed on the carrier. Dynamic characteristics of
the signal, such as Phase and Frequency Deviation
versus time, are computed. The program can also
compute the Fourier transform of both Phase and
Frequency Deviation and display plots of phase
and frequency spectra.

Applications

There are a number of applications for this tech-
nique. It is clearly useful in the design of modern
cellular radio systems. It should be useful to
efforts aimed at identifying and classifying radio
transmissions. In general, it can contribute to any
situation where it is necessary to measure carrier
frequency in the presence of phase modulation or
where it is desirable to recover digital information
encoded in phase.



Basics of Time Interval Analyzers

A brief introduction to Modulation Domain and
Time Interval Analyzers is presented to ensure the
reader has a basic understanding of how these
instruments work.

A Time Interval or Modulation Domain Analyzer
time-stamps and records certain zero-crossings of
a signal. The signal is “sampled” in the sense that
every Mth edge (rising or falling or both) is time
stamped against the instrument’s clock to a high
degree of precision—typically less than 100 ps.
Figure 1 illustrates how the TIA captures the
timing information from a simple sinewave.

In this simple example of estimating frequency,
the TIA samples (time stamps) every 8th positive
zero crossing of a sinewave to a precision of 50
ps. Table 1 excerpts typical results using a total of
1024 time stamps. In this case, 8 edges of the
signal occur about every 100 ns so the signal is on
the order of 80 MHz.

A much more accurate estimate of the signal
frequency can be obtained by using a least squares
fit over the Event-Time columns illustrated in
Table 1. The slope of the fit is a very good esti-
mate of the frequency averaged over the 1024
samples taken. In fact, if the signal is a stable un-
modulated clock and the error is entirely due to
the round-off error in each measurement of 50 ps,
the regression method can estimate the frequency
to better than .05 ppm (4 Hz) in the relatively
short measurement of time of 102 ps.

Figure 1. Simple illustration of how a Time Interval Analyzer works. Black dots indicate time stamps. In this case, an
sample is defined as every eighth rising edge. Each sample is assigned a precise time stamp.
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Sample # Time (ns) Event #

1 00.30 o

2 100.25 8

3 200.35 16
4 300.25 24
5 400.30 32
6 500.40 40
7 600.35 48
8 700.40 56
9 800.45 64

1024 102345.60 8184

Table 1. Datastructure fromaTIA.

where £ is the time-stamp column. The constants
fo and ep come from the regression curve fit.

The slope isfo (79 973248 MHz in this example)
and the “y- 1ntercept is e . Phase deviation at ¢

is the difference between the Event € and the
curve fit €fit @), i.e.

Phase Deviation at ; = e; - € fit (i)

Figure 2 shows a plot of the Phase Deviation of a
7t/4 DQPSK signal computed using a linear
regression frequency estimate. The effect of a
least squares fit is to remove a “best” straight line
from the data so no net slope is visible in the
result. The frequency estimate of 1.499998964
GHz, however, is not particularly good, being low
by 1.036 kHz. The actual frequency is 1.5 GHz.
See f atlower left of Figure 2.

E le Edil

Phase as function of time [file wireless.panj

Setup §c‘lupPanm Measure View

uelplNotcs

Every 8th cycle (in this example) is
sampled to a precision of 50 ps against

w!MDmho—ah&w

n Unit Intewd as function

the internal timebase clock of the TIA.
Since 8 cycles takes about 100 ns, the
signal frequency is about 80 MHz. A
linear regression of Events and Time over
all 1024 samples gives a very precise
frequency estimate for this simple sig-
nal—in this case 79.973248 MHz.

Phase Deviation

_________________________

________________________________

.............................................................

Once the carrier frequency has been X

7.00E-4 sec/Div

estimated, the phase deviation of the
measured signal from the computed
carrier can be calculated by simply subtracting the
actual phase from the estimated phase. The
regression produces a straight line fit ey VS t, as:

e (D=€p + o * 4
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Fo=1.499998964E +8 Hz

Flo~1.46E+9 Hz  Fif=4.99989641E+7 Hz Pace = x H
Figure 2. Phase Deviation of a W/4 DQPSK signal
using a Least Squares fit. The phase deviation averages
to zero, but the carrier estimate is over 1 kHz off from
the true value (1.5 GHz). This is a consequence of the
modulation affecting the total cycles per second during
the measurement time.



Frequency Deviation

Dynamic frequency information can also be
computed from the event-time data. The simplest
method of computing frequency vs time
is to divide adjacent event differences by

Frequency as function of time {file= wireless.pan]

Edit Setup SetupParam Measure View Help/Notes

Fa | [oo nie

kﬁi l Tt ﬂ

from Fo as of time. Fa=1.463E +5 Hz: Fo=1.500E9 Hz: 10 /18/1993.

Figwe 3 Frequency Deviation lrom a least square estimated carrier.

the corresponding time differences, i.e. “Hle
[zoon] [t
€iv1 - € o 3o
Freq(t; ) = A+l i 14.00E+4
iyl -t Hz

(Maximum bandwidth)

This computation has the highest band-
width but it is usually very noisy due to
the small time intervals involved in the
differentiation process. A trade-off of
bandwidth for less noise is to use data

sooEs3 (| 17118
Hz/Div ||

points further apart such as

-4.00E +4

0.000E+0 sec

7.00E-4 sec/Div

€ j- €|
l+] " 1-J

Fo=1.499338964E+9 Hz

Flo=145E+9 Hz  Fif=4.99989641E+7 Hz Pace = x [,3_

Fig 3. Frequency Deviation from Least Square Frequency Estimate.

(Less bandwidth)

where | is chosen to trade bandwidth for less
noise. The estimate can also be averaged over
several j’s.

Many people prefer to see the Frequency Devia-
tion rather than absolute frequency. This is done
by simply subtracting a fixed constant, usually the
estimated carrier frequency, from the frequency at

ti’ ie..

Freq Deviation at f; =
Freq(t; ) - Estimated Carrier Freq

Figure 3 shows Frequency Deviation vs Time
computed from the same raw TIA data which
generated the Phase Deviation in Figure 2. In this
plot, the frequency is averaged over j=1 and j=2 to
obtain a smoother curve at the expense of a slight
reduction in bandwidth. Notice the spiking of the
frequency at various intervals. The spikes corre-
spond to the intersymbol times when phase
switching is most rapid. The spiking rate is at the
symbol rate of 24.3 kHz.

The spikes occur at the intersymbol times when phase switches rapidly.

For 7t/4 DQPSK modulation, a phase change
occurs between symbols depending on the two-bit
data word modulating it. For example, a 00 data
word will generate a + 45° phase change and a 01
word a + 135° phase change. Since the data
sequence 1s random there is no guarantee that,
within the measurement period, the phase changes
will sum algebraically to zero and therefore leave
the total number of carrier cycles in that time
frame unchanged.

For example, if there are a lot more 10 and 11
symbols than 00 and 01 symbols the total number
of cycles will be less than for the un-modulated
carrier. This will fool most electronic counters
which keep track of the number of cycles in a
given time or reciprocal counters which keep
track of the time for a given number of cycles.
Either type will report a frequency lower than the
real value.
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Time Interval Analyzer data processed using
linear regression for carrier estimation, generally,
does not fare much better. Exactly what would be
reported is harder to predict as it depends not only
on the total sum of the phase changes but also on
the order in which they come in the sequence.
Suffice to say that the accuracy is generally not
adequate. Fig 2 is an example. TIA data is used to
estimate the frequency using linear regression
alone. The result is in error by 1.036 kHz.

Estimating Carrier Frequency
Specifically for n/4 DQPSK Modulation

The TIA, which simply captures the raw data, is
not to blame for the poor frequency estimate. The
fault lies with the least squares algorithm because
it fails to take into account the precise effect of
the modulation.

Linear regression does, however, do a good job of
providing a useable first estimate of the carrier
frequency. Using this initial estimate and adding a
frequency correction which takes into account the
effect of the m/4 DQPSK (or other) modulation, it
1s possible to dramatically improve the precision
of measuring carrier frequency in the presence of
modulation.

The technique requires knowledge of the
modulating data code. This is derived

deviation” function vs time. Comparison between
the discrete phase deviation plot and the least
squares phase deviation plot provides the informa-
tion necessary to correct the frequency estimate.
Once the frequency is corrected, a new phase
deviation plot is drawn. This is shown in Figure 4.

The corrected frequency is now 1.50000000121
GHz, which is only 1.2 Hz from the true value.
(See F(y lower left of Fig. 4). Note the pronounced
tilt of the deviation shown in Figure 4. The tilt is
the result of the particular data modulating the
carrier and it will vary radically from record to
record. It is easy to see why the least squares
method is fooled trying to remove this tilt using
an incorrect frequency. As a result, Fig 2 shows
very little tilt, but the frequency is in error.

The discrete phase shifts collected, of course,
yield the modulating code directly according to
the table:

1/8U.I = 45°— 00
3/8UlI = 135°—=01
-1/8UL = - 45— 10
3/8UI = - 135°—>11

The recovered code is shown in Figure 4 at the
bottom of the illustration. It is displayed in Hex.

Phase as function of time  {file- wireless.pan)

from the phase deviation data.

Starting with the Frequency vs Time data

(Figure 3) and knowing the symbol rate
the inter-symbol switching times of the
signal are established. The symbol
“nodes” lie halfway between them. From
the least squares Phase Deviation plot
(Figure 2), the measured phase change
from one symbol node to the next can be
found by subtraction. This phase change
is rounded to the nearest of 4 discrete
values: +459, -45°, +1359, and -135°.

These are the only possible values
permitted by /4 DQPSK modulation.

-8.40E+0

0.000E+0 se

7.00E-4 sec/Div

The computation goes on, one symbol
at a time, until all symbols are pro-
cessed. Next, the discrete phase
changes are sequentially added algebra-
ically to generate a “discrete phase
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Fo=1.500000001E +3 Hz
%03‘11952‘![12 gDHGFSI 60 387394A8960374ACDBC26F 47 1FOFA9FD CCECB3A2FB39FB380D 3873546C 338 3D

Flo=1.45E+9 Hz  Fif=5.000000121E+7 Hz Pace = x

Fig 4. Phase Deviation using a corrected frequency
estimate. The tilt is inherent for this particular modulating
data code. A least square fit will try to remove the tilt
using a wrong frequency.



Instrumentation

The measurement system which acquired the data
and plots used in this paper is shown in Figure 5.
The following explains the role of each item of
equipment.

Signal source: The /4 DQPSK signal is gener-
ated by an HP 11846B n/4 DQPSK 1/Q Generator.
The bit clock of 48.6 kHz comes from an HP
8904A Multifunction Synthesizer. A home-
brewed pseudo random data generator provides
data to the HP 11846B. The I and Q signals are
inputs to the HP 8780A Vector Generator which
modulates them to a selected carrier. A carrier of
1.5 GHz is selected in the experiments. The
output of this equipment simulates the transmitted
signal

Analyzer: The /4 DQPSK signal is captured by
an HP 53310A Modulation Domain Analyzer
(TTA) equipped with Option 031. The option
allows, among other features, measurement in the
GHz region because it provides built-in down-
conversion. The HP 53310A is under HP-1IB
control by a PC. The algorithm described here is
implemented in a Phase Analysis program running
under Windows 3.1.

System: The 10 MHz time bases of the

HP 53310A, HP 8780A, and HP 8904A are
locked together so that the accuracy of the
frequency estimate can be effectively com-
pared to the frequency (1.5 GHZ) set by the
Vector Generator. A local oscillator fre-
quency of 1.45 GHz is chosen for the HP
53310A. This yields an IF frequency of 50
MHz.

Measurement Results

Even though the carrier is at 1.5 GHz and the IF is
50 MHz for the measurements illustrated here, the
sampling rate of the signal is only 150 kHz, about
6 times the symbol rate. For a sample size of 1024
this will cover a 7 millisecond window or 170
symbols. The low sampling rate can be a major
advantage because it allows maximum use of
memory compared to digitizing the entire signal at
high speed. The algorithm works well even at 100
kHz sampling, or about 4 times the symbol rate.

The RMS timing error of the HP 53310A is
typically 80 ps. This produces a frequency resolu-
tion floor of about .1 Hz for an IF of 50 MHz.
Usually this is not the limiting factor. The actual
phases of the simulated signal depart from the
expected values significantly more than the
instrument’s resolution. This is seen if Figure 6
which shows the Constellation plot of the I and Q
signals for NADC using a root Nyquist filter with
a shape factor of a =0.35. The nodes are not very
distinct as the simulated transmitted signal is
measured without a matching filter. The results
should be even better if such filters are used.

HP-IB Modulation Domain
PC or Compatible Analyzer
with Windows 3.1 | @ —%  HPs3310A
with Opt 031
48.6kHz l
| Bit Clock PR |
I Multifunction Data /4 DQPSK 1 |
Synthesizer Pseudo-Random | Vector Generator
' > Data Generator > ng :?%?XT/B ——p HP 8780A I
| HP 8904A Q |
L Simulated rt/4 DQPSK Digital Cellular Radio ]

FigureS. The TIA (HP 53310A with Option 031) gathers data from the radio which is analyzed by Phase Analysis Software.

111



Symbol Rate Measurement

For the measurements illustrated in this paper, a
known symbol rate (24.3 kHz) was manually
entered for the calculation. This is not a require-
ment because the symbol rate can be determined
from the TIA data. The “spiking” of frequency in
the Frequency Deviation data due to inter-symbol
switching is both positive and negative, and no
discernible “bright line” appears at the symbol
rate in the Frequency Deviation Spectrum shown
in Figure 8. However, the transform of the abso-
lute value of the Frequency Deviation shows a
clear “bright line” at 24.3 kHz. This is illustrated
in Figure 9. The symbol rate can be directly
determined from the medulated signal. Once the
symbol rate is known, the frequency correction
described above can be made.

Figure 6. A Constellation plot of the I and Q signals from
the HP 11846B measured using an oscilloscope.

Phase and Frequency Deviation—
Spectral Information

The program can compute the FFT of either the
Phase Deviation or Frequency Deviation data.
Figure 7 shows the Phase Deviation Spectrum.
Figure 8 shows the Frequency Deviation Spec-
trum.

s Phatae s i an ar lime
File SetupParam Measure Yiew Help/Notes

2o o] [ (][] L ][] ] P[]
B i e g fig?
o b
§ &
Figure 7. PhaseDeviation Spectrum Figure 8. Frequency Deviation Spectrum
No discerable "bright line" can be seen at the
symbol rate of 24.3 kHz.
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Froquency as function of time (file: wireless pan)
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Figure 9. Spectrum of Absolute Value of Frequency Deviation. ﬁ

A “bright line” is seen at the symbol rate of 24.3 kHz.

Summary

Using a TIA sampling at 150 kHz for about 7 ms,
the carrier frequency of a w/4 DQPSK modulated
signal can be accurately determined to a few parts
in 10 7. The same raw data can generate plots of
Phase Deviation, Frequency Deviation, Phase
Deviation Spectrum and Frequency Deviation
Spectrum. The symbol rate can also be deter-
mined from the same data if the application
demands it. Modifications to the algorithm can be
made to allow similar measurements on other
phase modulated signals.
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Note "Bright Line" at 24.3 kHz.
This is the Symbol Rate.
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SMD Component
Evaluation for RF
Circuit Design

Mark Kato, US Product Line and Sales Development
Manager , Hewlett-Packard Co., Kobe Instrument
Division, 5301 Stevens Creek Boulevard, P. O.
Box 58059, MS B4lL.AL, Santa Clara, CA 95052-8089;
(408) 553~-3332.

Introducing a New RF I-V Technique

e This paper will explain why impedance
measurements for RF components are
important for RF circuit design. A newly
announced RF |-V technique for measuring
impedance is covered in this paper. This
technique can measure impedance over a wid
measurement range, which is important for RF
circuit design.
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................................

Voltage Tunable Oscillator

00 ‘ -
Varactor embes Output
Diode

-

Negative Resistance

Resonator
[ Borasd e

e This is a typical RF Voltage Tunable Oscillator
circuit that is designed to oscillate around
800MHz with a 100MHz bandwidth. We will
use this circuit as our example to show the

importance of measuring the impedance of RF
components.

115



Wireless Show '94 Paper

— RF Circuit Design Example
Calculate Oscillation Frequency

>
Cvara=10pF - Output
Lres=4.5nH Lbase=35nH

Lres < Lbase

for L Lres+Lbase
* 91 'Lbase-Lres-Cvara

HEWLETT Ksbs laswrumant Division
PACKARD Atls Paper 84 - 02

e If Lres is smaller than Lbase, the center
frequency of oscillation can be obtained using
the equation in this slide. The capacitance
value of the varactor is around 10pF when -5
Volts is applied to the input. This is determine
from the specification of the varactor diode,
which is characterised at 10 MHz by the
manufacturer. The values of 4.5 nH for Lres
and 35nH for Lbase can be calculated by
solving this equation.
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e BF Circuit Design Example:
Voltage Tunable Oscillator S—

The circuit doesn't
work as designed!

m EEEEEE Kabe Inswument Division
/8 PACKARD A Papr 84 03

e Our first measurement of this circuit shows that
it doesn't oscillate at 800MHz until the control
voltage reaches -8 Volts, instead of -5 volts.
This is a typical problem when a designer uses
the "cut and try" method of design.
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Voltage Tunable Oscillator S

Problems:

e Impedance values are
dependent upon the operating
frequency.

e Component manufacturers
specify components only under
certain test conditions.

at 800 MHz

Solution:

e Measure the impedance of the
component at operating
conditions.

[ﬁ HEWLETT Kebs lns vrument Division
VA packarD Mres Paper 04 04

e The reason why our circuit didn't oscillate
properly was the capacitance value of the
varactor diode. The capacitance value that we
assumed in this case is from a specification
sheet from the manufacturer. However, we
need to measure capacitance value at 800
MHz for proper design.
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= RE Circuit Design Example
Varactor Measurement
CH1 Cp T&B 50 pF, 0 F 14.206 pF
-3 v /
CO+ //
CMP
Del VA
Jal
v
/
—
Hl d (oY al onn \/ DC rAS O]N ot =) I n Al
CH1 ETXRT - B0V CW 800 MHz s?bﬁ"-!sﬁo"mv
CH2 Cp T&B 20 pF, 0 F 14. 202 pF
800 TVijz
CO+ d
CMP
Del R —
Hi de . Lon \ C IAS ON t A £ \f [ 4 A
CHz STXRT 8 Tz HAS—gFob T L
() Prisan vy

e The newly announced HP 4291A 1.8GHz
Impedance/Material Analyzer can measure this
capacitance value at 800MHz very easily. One
channel is sweeping frequency with a fixed dc
bias while the second channel is sweeping the
dc bias with a fixed frequency. The marker of
the second channel shows 14pF.
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Calculation of Oscillation Frequency

- —
Output

Cvara=14pF —(

@800MHz Lres=3.2nH Lbase=25nH

HEWLETT Ksbe Ins wumant Division
(5/3 PACKARD Atlas Paper 84 - 08

e Using the actual capacitance value of this
varactor diode at 800 MHz, values of 3.2nH fo
Lres and 25nH for Lbase are obtained from th
equation. Now, the circuit works as we
wanted.
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measured under the operating conditions?

¢ No Clean Solutions
— Autobalancing Bridge Technique
* Limited to 40MHz
= I-V Technique
* Limited to 100MHz
— Network Analyzer (Reflection Coeficient)
* Accuracy spec'ed around 50 +jO ohms.

Kebe Ins wument Division

HEWLETT
(‘.’] PACKARD Al Paper 8407

» Before the HP 4291A, there wasn't a good
impedance analyzer that could measure
impedance of RF components under operating
conditions. The Autobalancing Bridge
technique and |-V technique can give a
resonably wide impedance measurement
range, but they have frequency limitations.
Network Analyzers can measure high
frequencies, but the impedance measurement
range is limited to around 50 + j0 ohms.
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. RF [-V vs. Network Analyzer

10% Accuracy Area

Impedance (Ohms)

1

100m

10m

Auto Balancing

Bridge

10nH

() [ty

llllllllll
1 10 100 1K 10K 100K 1M 10M 100M 1G 10G

Frequency

Kebe lns vwment Division
Atles Pager 84 - 08

Hz

e This chart shows you the 10% accuracy area «
the RF |-V technique and the Network Analyze
technique. Recent RF measurements require
0.1 to 1pF capacitance measurement and 1 to
10nH inductance measurement because RF
components are getting smaller. (This is
because smaller RF components have small
"parasitic" and designed capacitance and
inductance.) Until now there was no way to
measure these values accurately.
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HP 4291A Network Analyzer
Advantatges | * Direct Z parameter Read-out * Frequency > 1.8 GHz
* High Impedance measurement Accuracy
* Wide measurement impedance range )
(Voltage & current absolute value measurements) |  (Signal wave pcwer ratio
* High Q accuracy - ALC function measurements)
- Material Measurement * Two port measurement
- Temperature Chara.
* 1 Port Measurements * 2 Port Measurements
su—> z <_szz
ving|z =[:[=
s —»
- 812
Network Analysis Method
Measurement RF IV Method Reflection Coxefﬁcient
Technique . \Y) 7 14
Z - | - Z ( 1+[_7 )
Circuit Lumped parameter Distributed parameter
Theory DA_: g}_ St
[ (D Jarisbeitd prefrnt

o The traditional way to measure impedance
values at RF is with a Network Analyzer
(Reflection Coefficient). Basically,the network
analyzer measures S11 and converts this to
impedance. However, measurement error
associated with this calculation will increase
when the measurement value is away from 50
ohms. This is because of the poor resolution of
the reflection measurement away from 50
ohms.
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What Made These Measurements
Possible?

A NEW RF I-V Technique

e Expanded frequency range
— Use a wide frequency balun
e Expanded impedance range

- Amplify measurement signal in the
test station

EEEEEEE Kabe Inswument Division
| D A Papa B4 10

o Before now, engineers had to rely on
impedance values that were measured at low
frequency. The newly invented RF |-V
technique makes measurement of RF
component values at their operating condition
possible. There are two major innovations tha
made the RF |-V technique possible. First, the
frequency range is expanded to 1.8GHz by
using a wide frequency balun. Also, the
measurement range is expanded by using an
amplifier and attenuator in the test station of
the 4291A. 124
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Impedance Measurement -

e Capacitors
e Inductors

e PIN Diodes
o IC Package
e PC Boards

Kebs b roment Dvicna
HEWLETT
[ () Javiratd Ml Paper 84- 1

e Not only Varactor Diodes require RF
impedance measurements. Capacitors,
inductors, PIN Diodes, IC Packages, PC
Boards, and other components in RF circuits
also need these measurements. The following
slides show you some of these examples.
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- Veasurement Example of a
L]
Capacitor
CH1 | ZI T&B 20 kQ, 500 mQ §16.74 mQ
CH26z 200/ REF 0o -36.887
Capaclitor Dempnsgstjirati ohs 632.,61064331/2 |MHz
f\.r
\\
E
HI Re|f | —
~
/61064331 [MHz
cql
Y
\
\
A\
i
W
Hi do =
oscC 500 mVv Bl AS OFF
START 1 MHz STOP 1.8 GHz
LD Brebt e

e This slide shows you the frequency
characteristics of impedance and phase when
a ceramic capacitor is measured. A resonanct
can be observed around 630 MHz and
therefore this capacitor can not be used in a
circuit that operates near or above 630 MHz.
The RF |-V technique gives a clear peak value
even though the series resistance at resonanc
is only 516 mohmes.
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....................................................... Measurement Example of
Equivalent Circuit Analysis

EQUIVALENT CIRCUIT MODEL
SELECTED: D

A B [o]

L1 c1 c1
- c1 — __I }; —-L1<, "
L1 — A1 A1

R1

D E

co
— L1 —Ct —R1 — —L J-'
L1 _c1 _ Ri

R1:355.2 mQ C1:11.154 pF
L1:5.5876 nH

Kebe laswument Divisive

EEEEEEE
[ (D Pyeairald Mas Papor 8413

e The Equivalent Circuit Analysis function is
useful for wide frequency circuit design. By
measuring three values (C1, L1 and R1), a
designer can calculate impedance at any
frequency. For example, if you measure C and
DF (or Q) using an LCR Meter, these values
are only accurate at one frequency point and
thus will act differently at any other frequency.

e Inductors, Resistors and Resonators can also
be analyzed using this Equivalent Circuit
Analysis function.
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CH1 1 ZI T&B § kQQ 200 mQ 3.6132 kQ
CH2 gz 200/ REF 0° E@®. 496
+—n-d-u-ort—o-+—Diem +ra-t—i—o-n 4-6-0-11-0-63-3&b-6+—MH=
S — —\\\ cql
Ext Re|f
Hi d

7| a4a69fl1cs53d25d1 [Miz

/
|1
1
N
HI dv
oSscC 500 mV Bl AS OFF
START 1 MHz STOP 1.8 GHz
HEWLETT .
[4”] PACKARD Kabe bz vuman' Dvision

Atles Papar 84 14

e An inductor measurement almost looks like the
opposite of a capacitor measurement. As with
the inductor, a resonant impedance value and
frequency are observed very easily.
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CH1 R T&B 2000, 20 13.8220
PI'N Diode Demonstrations 4.9679 mA

Ext Ref

OST 50 mV T
START 1 mA CW 300 MHz STO

e Another example is a PIN Diode measurement.
The Equivalent Series Resistance is measured
at 300 MHz by sweeping a DC Bias current
from 1 mA to 20 mA. This is another important
measurement in the RF area. (For example,
PIN Diodes are used as switches and
attenuators in many RF circuits.)
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Multipath Fading Emulation for Wireless Communications
By: Bent Hessen-Schmidt

Wireless communication systems such as GSM, DCS1800, CDMA, IS-
54, DECT, and CT-2 mobile telephones are reqylred to be tested
whlle subjected to multlpath fadlng, see Reference (1]. Truly
most line-of-sight communication systems can benefit from
multipath fading tests.

o First, the power budget for multipath fadlng is relatlvely
large compared to the allowances for noise figure, carrier
to noise ratio, and antenna gain, see Table 1.

o Second ‘multlpath fading causes the amplltude of the
recelved 51gnal to vary, thus increasing the bit error
rate, dlsturblng and, 1n the worst case, interrupting the
communication.

This multipath fadlng is experlenced by the user. The
performance during multipath fading is therefore often
associated with:

The Quality of the mobile telephone.

Now with the introduction of new instruments the emulation of
and testing during multipath fading has become easy.

Table 1. Typical Effect Budget for a Mobile Radio Link

Transmitted power (2 W) (Px) +43 dBm
Path Loss (L) -143 dB
Nominal Received Carrier Power (C) -100 dBm
Data Rate (64 kbit/s) 48 dB/Hz
Nominal Received Bit Energy (Eb) -148 dBm/Hz
Bit Energy to Noise Density @ 10-9 BER (Eb/No) 4 dB
Fading margin (M) 17 dB
Noise Floor + Noise Figure (5 dB) (KT+NF) -169 dBm/Hz

Bent Hessen-Schmidt can be reached at Noise Com (201) 261 8797
Noise Com, Inc. (American Stock Exchange Symbol: NOI)
manufacturers test equipment for wireless & telecommunications
The present 11ne of products include instrumentation for:
injection of noise and interference, co-channel and adjacent-
channel testlng, prec151on carrier to noise ratio (Eb/No)
settings, noise figure measurements, and multipath fading.
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The Multipath Fading RF Channel.

Multipath fading occurs when two or more repllcas of a radio
51gna1 arrive at the receiver with different time delays. The
multipath faded RF channel can therefore be emulated as a sum
of N rays, whit each arriving at the receiver via a different
path thus having different attenuation and delay.

A typical scenario can be the wireless communication link to
a mobile telephone. The mobile phone moves through an
environment consisting of buildings, trees, the ground,
clouds, etc. The transmitter is omnl-dlrectlonal and
therefore some of the transmitted energy is 1mposed on each
of the objects in the environment. It 1s then reflected from
those objects and received by the mobile phone. These
reflected signals add as vectors at the receiver causing the
amplitude and phase of the received signal to vary, and in
the worst case approach zero, disturbing and interrupting the
communication. The communication channel can therefore be
emulated by multlple paths, normally up to 12 paths, each
having an associated doppler, delay, attenuation, and Ricean
or Rayleigh (Classical) scattering.

Each related path will have a signal strength most likely
less than the power of the direct path. The reflected
signals are also delayed relative to the direct since the
path lenghts are longer. That is, if a direct path exists.
Some of the weaker reflected signals may actually arrive
earlier than the strongest reflected signal when a direct
path does not exist, see Table 2. Also, in a special case of
line-off-sight communlcatlon, the refractive index of the air
may make the non-direct-wave travel faster and arrive first
even though it travelled the longer distance [3].

If the receiver is moving, the paths will exhibit a doppler
shift due to the speed of the receiver, but the amount of
doppler depends on the angle of the reflectlng object
relative to the direct path, see Equation 1.

v cos(a)
fd = — fc (1)
c

where v is the speed of the vehicle, fc is the center
frequency of the radio transmltter, c is the speed of light,
and a is the angle of arrival as defined in Figure 1.

If the mobile phone is moving directly away from the
transmitter, then the doppler of the direct path will reduce
the frequency directly in proportion to the speed. If a
reflector happens to be in front of the recelver, then the
doppler for that path will have equal magnltude but opp051te
51gn of the direct path. Objects to the side of the receiver
will cause a doppler shift between these two extremes. For a
scenario with homogeneously dlstrlbuted reflectors the angle
of arrival is distributed over 360° resulting in a spectrum
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that spreads the signal energy over a band which is the
transmitted frequency (F,) plus and mlnus the doppler shift
(Fq) . The spectral power dlstrlbutlon is not flat, but has
peaklng at the doppler offset since the doppler offset
changes slowly at angles of arrlval equal to or near 0° and
180° because of the cos(a) term in equatlon 1. The summation
from reflectors at or near 0° and 180° will therefore contain
more power, see Figure 2.

Scintillation in the air and objects with irregular surfaces
scatters the reflected signal causing a random phase shift,
The scatterlng can be visualized as con51st1ng of many smaller
reflectlons each having a random amplltude and random phase.
The phase is usually evenly distributed from 0 to 360° Each
of the reflected signals can be split into two orthogonal
vectors Xjcos(u) + Y;sin(u), where X; and Y; are stochastic
variables, which depénd on the additional path length and the
reflection coefficients of the obstructions. If none of the
stochastic variables are dominating then the stochastic
variables, and Y, resulting from the addition of the many
small reflecglons w111 have a Gaussian distribution function.
This is a result of the central-limit-theorem. Thus the time-
varying amplltude resulting from the scattering can be
emulated by adding two orthogonal vectors, each with Gaussian
distribution functions.

1Al = /%2 7 ¥,2

The result is a Rayleigh distribution of the signal amplitude.
The vector addition also shows that each path with Rayleigh
dlstrlbuted scatterlng automatically w111 have a random phase
that is evenly distributed from 0 to 360° However the paths
may still be correlated due to their relatlonship to each
other in the scenario.

The Rayleigh scattered path may be combined with another path
which has a strong but unscattered signal. The unscattered
signal which could be a direct signal or a reflection from a
large often man-made object such as a building may also have
a doppler shift. This 1s for example the case in the
emulation of a Rural Area (RAxx) for GSM and DCS1800 mobile
telephone systems, Reference [1]. The sum of the unscattered
and the Raylelgh distributed s1gnals results in a Ricean
distribution. Most multlpath fading emulators such as Noise
Com's MP-2400, display their own hardware conflguratlon, see
Figure 3, and are capable of generating combinations of
Rayleigh (Classical) and Rician paths.

The sum of N paths may be expressed mathematically, which has
been done excellently by Goldman in Reference [2]. The N-
paths multipath faded channel can be described by the transfer
function of equation 2.

H(jw) = 3 ap exp(-j(w-w,)tp) (2)
n=c
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Each of the variables, a, b, a,, and t in above model are
stochastic variables with statlstical alstrlbutlons as
described in Reference [2]. It is important that these
stochastlcal variables take values at random and without
repeating in tlme. Traditionally multipath fadings of
channels carrying analog signals have been emulated by use of
the Simple-3-path model (also called Rummler's model) in
Reference [3] and the 2-path model.

H(jw) =1 - b exp(-j(w-wy)t) 2-path (3)
H(jw) = a [ 1 - b exp(-j(w-wy)t)] Simple-3-path (4)

However fading of an analog signal does not impair the
communication in the same way as the fading of a digital
signal. The analog signal to noise ratio degrades
proportional to the fading whereas the bit error rate of the
digital system will increase proportionally until it reaches a
threshold beyond which it looses synchronization of the error
correcting algorithms, the clock and the data. Modern digital
wireless communication systems uses forward error correction
coding, diversity antenna systems, adaptive power control etc.
to reduce the impact of multipath fading. Digital mobile
radios have also moved into urban areas in cellular systems.
Testing while submitted to 12 paths fading is generally
recommended for wireless systems, f.ex. GSM, DCS1800 etc.,
Reference [1]. As a rule of thumb each path which has an
average power within 30 dB of the power of the strongest path
may impact the communication. Noise Com's MP-2400 Multipath
Fading Emulator is therefore designed to contain up to 12 path
which may be grouped into two times six paths for testing of
adjacent/co-channel interference or diversity systems, see
Figure 4.

The correlation between paths is achieved in the Noise Com's
MP-2400 Multipath Fading Emulator by summing a portion of the
modulation signal from one path with a portion from another.
The amount of correlation may be set in percent relative to
any other path.

It is important that the above fading distribution functions
are 1mp1emented correctly and performed identically whether
the instrument is used for tests domestically or overseas.
Noise Com's MP-2400 therefore downconverts the signal to an
intermediate frequency where it is A/D converted before it is
split into the 12 paths. Each path is therefore assured to
be fed exactly the same digital copy of the signal.

The above described Doppler spreadlng which may be of
Rayleigh or Ricean nature, is obtained by digital processing
of the A/D converted signal. The digital operations result
in an exact number, limited only by the number of bits of the
digital circuitry. These multiplications and modulations are
performed in parallel for each paths to maintain real time
performance.
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The requlred differential path delay, attenuation, and
correlation are programmable for each path, see Flgure 5.
Each path includes a MAC (multiply/ accumulator) whlch
performs the function of the doppler spreadlng by mixing the
I/Q signal samples with two filtered Gaussian signal sources.
Each source is shaped using a digital FIR filter w1th a
bandwidth equal to the doppler rate. The result is then
delayed and attenuated digitally before being converted to an
analog s1gnal using a D/A converter. The 12 paths are summed
at the instrument output, emulating the summation which
occurs at the receiver antenna.

The composite 51gnal is upconverted to a microwave frequency
using dual conversion, and then downconverted to the received
frequency in order to maintain an output free of spurious,
image signals, and without local oscillator leakage. The
output power can be set between -10 and -100 dBm to match the
level expected at the receiver input.

The capablllty to handle signals of various power levels is
very important. Mobile telephones transmit between 5 mW and
3 W average power whereas their peak power can reach 20 W.
An AGC control is therefore incorporated in the MP-2400 to
maintain the maximum signal-to-noise ratio into the A/D
converter. The AGC can be switched On and Off as desired.
Noise Com's MP-2400 accepts inputs directly from a
transmitter at up to +43 dBm (20 W) and returns it to the
receiver with fading at power levels down to -100 dBm.

This capability of handling a large dynamic range signal is
1mportant because many modern wireless telephone systems use
adaptive power control (f.ex. CDMA). The automatic
calculation of the output power level of the fading emulator,
from -10 to -100 dBm, eliminates the need of external
metering and computations.

The MP-2400 emulates a wireless communication channel with up
to 12 paths between a base station and a mobile station. It
contains an embedded 486DX-33 microprocessor with PC
compatible interfaces including an IEEE 488.2 interface to
provide an easily transportable selfcontained instrument.

The built-in AT style keyboard, mouse and flat panel color
LCD display make the MP-2400 an extremely powerful tool as a
stand alone instrument or as a controller for an entire test
station.

MP-2400 is also available with two independent channels of 6
paths each. These two channels are used to emulate multipath
fading for the tests of diversity systems or to independently
fade an interferer and a desired signal. The interferer may
be an adjacent or co-channel signal as required for the test
of GSM and DCS1800 mobile telephones. Figure 4 shows a block
diagram of a diversity and interference test with two MP-
2400s emulating 4 channels with 6 paths each. Multipath
fading can be emulated in both static and dynamic modes on
the MP-2400:
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o In STATIC MODE the user sets the desired parmeters for
each path. Standard test conditions for GSM, DCS, NADC
(CDMA), etc. are factory stored and can be recalled from
memory. Up to eight sets of conditions can be linked into
a single file and run uninterrupted.

o In DYNAMIC (GRAPHIC) MODE the user enters the initial and
final parameters for a dynamic scenario. For example, a
mobile receiver starts at rest, then accelerates to 96
km/h (60 Mph) over a 5 minute period. The user inputs the
scenario including the reflecting objects on a graphic
display, see Figure 1. Software calculates intermediate
states for doppler, delay and attenuation.

The path settings are displayed on the VGA monitor in a
tabular form. The instrument status and graphic
representation of certain scenarios, the doppler spectrum,
and the hardware configuration may also be displayed.

Other available features are a help key for setting up path
characteristics for desired scenarios and Recall/Save of
setups. The user has the option to select the best matching
shape of the doppler spreading from a library if the antenna
pattern is different from the standard omnidirectional model.

Conclusion.

Effective multipath testing of modern communication systems,
besides being a requirement, can also help making these
systems more efficient. Today, it is possible to make modern
communication systems which tolerate severe multipath fadings.
These new wireless systems employing sophisticated modulation,
diversity antennas, adaptive equalization, forward error
correction coding, phase locked synchronization, and adaptive
transmitter power control techniques, may soon all be tested
using multipath fading emulators.
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NOISE/COM's MP-2400

Frequency 800 to 2500 MHz or 10 to 6000 MHz
# of Paths per Instrument Up to 12
# of Channels per Instrument Up to 2
User Interface Built-in 486DX-33
Keyboard Incl. Trackball
Display Built-in Color LCD (VGA)
Remote Interface IEEE-488.

Operating System Software Microsoft Windows

# of Stored User Files Unlimited
Signal Processing All Digital
Frequency Conversion Triple Conversion System
Channel and Common Delay Up to 204.8 us
Delay Accuracy +/- 5 ns
Signal Input Power -10 to +43 dBm
Peak Detecting AGC 30 dB Range with ON/OFF
Output Power Computation Yes from -10 to -100 dBm
Spurious Signals, All Types Better than -60 dBc
Size 455mm D x 364mm W x 197mm H

Microsoft WindowsR is a registered trademark by Microsoft

= SRR NOISE{COM Multipath Fader Emulator - [Dynamic Map View]
File View Hardware Rayleigh Segment Options Help
(0,40 miles) : :

Run # 1of5

O continuous Run bk

O Multiple Runs . : : : : : :
QO Single Run : = e U S

Status: RUNNING

VYehicle Speed (miles/hr):
10

(X.Y) Position (miles):
(0.0

Elapsed Time:
0 sec

Bemaining Time:  }........... S L OO SRR SR L
10 sec

[0.9) 5 : : (40 miles,0)

Figure 1. Noise Com's MP-2400 Dynamic Mode Display with Angle
of Arrival in a Multipath Fading Scenario inserted.

136



- Rayleigh Fittes Shape

Rayleigh Spectium Type: Shapel

6 H

4 ) o

2 P ] i

d8 0 _—// ;

2 ’

“ i

. Figure 2.

Frmax MP-2400 Display of
Offset Frequency Doppler speCtrum

for Omni-directional
Antennas.

Rayleigh Delay: 0 us |—1 Attenuation:-10d8
Rayleigh: Shape1
Rayleigh — Delay: .10us —— Attenuation:-8 dB
—1 Rayleigh Delay:.30 us |—¢ Attenuation:-6 d8
Center Rayleigh Delay: .s0us Attenuation:-4 dB
Frequency:
900 MHz
—1 Rayleigh |— Delay:.70 us |—t Attenuation: 0 d8
Rayleigh Delay:1.0us Attenuation: 0 d8 Output Up
Down —1 Attenuator: [— —
____|Converter 0dB Converter
Rayleigh Delay:1.3 us Attenuation:-4 dB }—-
——[ Rayleigh Delay:15.ws Attenuation:-8 dB
Local

Oscillator:
4100 MHz —l Rayleigh Hoelayns.zus
—'L Rayleigh I—‘F)Q'RVIU-US Attenuation:-10 dB

—1 Rayleigh —t Delay17.2us [—t Attenuation:-12 d8 |—

—-{Anenuation:—'; dB

Rayleigh —— Delay:20.ws —{ Attenuation:-14 dg —

Figure 3. MP-2400 Display of Hardware Configuration.
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Figure 4.

Dlver51ty and Interference Test Using 2 MP-2400s
Configured for 2 Channels with 6 Paths each.

NOISEJCOM Multipath Fader Emulator - [StaticSegment View]
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- Single Run

Status: BEADY
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LO Freq. (MHz):

4100.000
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# Type (Hz2) (dB) (us) Path %
1 “Class" 166 ~10.0 0.000 None 0
2 "Class" 166 -8.0 0.100 None §]
3 "Class" 166 -6.0 0.300 None 0
4 ~class” 166 -4.0 0.500 None 0
5  sClass" 166 0.00 0.700 None o
6 "Class" 166 0.00 1.000 None 8
7 "Class” 166 None 5]
-4.0 1.300
8 "Class" 166 -8.0 15.00 None 0
9  nClass" 166 -9.0 15.20 None 0
18 rClass® 166 -10.0 15.70 None 0
11 "Class" 166 -12.0 17.20 None )
12 "Class" 166 -14.0 20.00 None 8

Figure 5.

MP-2400 Multlpath Fading Emulator, Dlsplay for
Entry of Fading Path Parameters in Static Mode.
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Evaluating Iridium Amplifiers with a New Noise Power Ratio Technique

R. McMorrow, Raytheon, S. Yates, Hewlett Packard

Abstract

A new approach to noise power ratio
testing uses a digitally controlled
stimulus to generate the signal instead of
a noise source and filtering. This gives
greater flexibility in the measurement
setup and configuration.  Repeatable
results are easily obtained as the NPR
signal's peak to average ratio and time
domain waveform are clearly defined.

Introduction

Amplifier linearity and efficiency are both
important in the characterization of
Iridium amplifiers. These amplifiers need
to operate under adverse conditions while
obtaining maximum output power with
low distortion. Noise power ratio(NPR)
measurements are a good way to evaluate
the amplifier performance when the real
life signal includes multiple channels of
information. NPR is a distortion
measurement used to help determine the
amplifier's maximum spurious free
dynamic range. Another distortion
measurement commonly used to
determine amplifier linearity is the two
tone test. For this application, two tone
testing does not provide the randomly
changing amplitude verses time waveform
or the peak to average ratio needed to
fully stress the DUT.

NPR testing requires a complex stimulus
and a measurement receiver. The
stimulus may be some combination of a
broadband noise source, low pass filters,
band pass filters, band reject Afilters,
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amplifiers, and upconverters. = These
components are combined to generate a
band of noise with a notch missing at the
frequency of interest. In the classical
approach, the measurement receiver
includes downconverters, attenuators,
filters, and an average power meter at
selective  frequencies. The NPR
measurement is made by taking the
difference between the power levels at the
notch frequency with and without the
notch filter.

The technique used to evaluate the
Iridium amplifiers is different from the
classical NPR method. Instead of using a
multitude of components to create the
NPR signal, an arbitrary waveform
synthesizer is used.  This signal is
developed mathematically, downloaded
into memory, and clocked through a high
speed digital to analog converter (DAC).
This technique generates a repeatable,
periodic noise signal that has a flat power
spectrum with a random phase
distribution. When the NPR signal is
digitally generated, the noise and notch
bandwidth, plus the flatness across the
signal are easily controlled. The test
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Frequency
Figure 1. NPR Signal in the Frequency
domain.



receiver used to make Iridium NPR
measurements is a spectrum analyzer
instead of an average power meter and a
downconverter. The spectrum analyzer
has much more flexibility in being able to
measure at different frequencies. When
making the NPR test with these two
pieces of test equipment, the notched
noise is measured and compared to the
noise outside of the notch with the
difference being the NPR. Figure 1
shows the NPR signal in the frequency
domain. Amplifier measurements will
show the wvalidity of this new
measurement technique.

Classical NPR Technique

The NPR test was first used by AT&T to
measure distortion in telephone or voice
telephony  systems. This  test
methodology is better than traditional
distortion tests as band limited white
noise more closely approximates a fully
loaded multichannel communications
signal. The NPR signal can be modeled
as a carrier with complex wideband AM
and PM modulation. Since complex wide
band AM and PM modulated signals have
a larger peak to average time variation,
the amplifier performance with the NPR
signal will be different than with single or
two tone stimuli. The DUT distortion can
be determined by filling all but one of the
system channels with noise and observing
the level of noise in this unoccupied
channel after the DUT. Third and fifth
order intermodulation products generated
by the DUT can be most easily observed
in this unoccupied channel. The NPR is
calculated as the power ratio of these
distortion products to that of an equal,
adjacent, channel which is filled with
noise. Figure 2 illustrates this test signal
as observed on a spectrum analyzer.
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Figure 2.

Classic NPR signal in the
Jfrequency domain.

The most common method for performing
this measurement is identical to that
originally used by AT&T. White noise is
injected into a band-pass filter limiting the
noise to the DUT bandwidth, followed by
a notch filter creating the unoccupied
channel. This signal feeds directly into
the DUT. NPR is determined by using
more filters and a power meter to
measure the signal. By increasing the
input noise level while monitoring the
NPR, the onset of system saturation can
be determined.

There are some common variations to this
technique which add more flexibility to
the measurement. The noise signal is
generated at baseband or some
intermediate frequency, then mixed with a
variable local oscillator producing a range
of frequencies. Now the band limited
noise signal can be shifted in frequency to
suit the needs of a particular DUT,.
Additional notch filters at different
frequencies can be switched in to
determine the NPR at different points in
the system band. Another variation that
adds flexibility is the use of a spectrum
analyzer. A spectrum analyzer can be
utilized without the cost of using



additional mixers to downconvert the
notch frequency to a power meter. Also,
automatic gain control(AGC) can be used
to hold the total power in the noise
bandwidth constant with and without the
notch filter inserted. This way, both
distorted power and transmitted power
can be measured at the same frequency
saving the cost of some filters.
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Figure 3. Classic NPR Block Diagram.

Figure 3 shows a measurement setup used
to make an NPR measurement using this
technique. A variable attenuator can be
inserted before the DUT to sweep the
input power while the NPR is measured
using a spectrum analyzer. Figure 4
graphs NPR vs. input power and Figure 5
graphs Output power vs. Input power for
a simple class AB amplifier at 1600 MHz.
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Figure 4. NPR variation with input
power.

Digital NPR Technique

In the classic technique, the NPR signal is
developed with noise generators, filters
and frequency converters. To test the
Iridium amplifiers, an arbitrary waveform
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synthesizer generates the NPR signal.
The arbitrary waveform generator uses
digital memories, a DAC, and
upconversion to create the signal.
Generating the noise signal digitally has
many benefits when compared to the
classical technique. These benefits
include signal parameter flexibility and
repeatability. The signals noise
bandwidth and notch bandwidth are easily
modified when digitally implemented
instead of using discrete filters. Also, the
flatness across the noise bandwidth in the
frequency domain can be controlled to
correct for any frequency response in the
test system. The digital NPR signal is
very repeatable as the

2 23 24 2

21

16

Pin (dBm)
Figure 5. Input power verses output
power.

magnitude and the phase are controlled by
programming as opposed to being
generated with a noise diode. However,
there are some physical differences in this
new NPR signal as compared to the
classical signal. These differences are due
to the digital and repetitive nature of the
waveform generation. When testing the
Iridium amplifiers, the digitally generated
NPR signal allows for flexible setups and
provides repeatable results.

The arbitrary waveform generator used to
create the NPR signal is the HP 8791
Model 11. This arbitrary generator uses
multiple memories driving a DAC through



a Sine computer as shown in Figure 6.
The NPR signal is modeled as a carrier
with AM and PM modulation, thus the
AM, PM and FREQ memories are used to
create the signal. These memories will
allow for the entry of the magnitude,
phase and carrier frequency of the NPR
signal and will get clocked into the DAC
at a 134 MHz rate. The analog output of
the DAC is upconverted to 1.62 GHz
with the agile upconverter and has a 40
MHz instantaneous bandwidth.  This
signal is now ready to test the Iridium
amplifiers without the need for analog
filters. Signal parameters can be varied by
changing the values in the AM and PM
memory which can have noise bandwidths
from 100 KHz to 40 MHz and notch
bandwidths from 4 KHz to 40 MHz.

RF Output

Figure 6. HP 8791 Block diagram.

The NPR signal used to test Iridium
amplifiers is mathematically developed
and downloaded into the memories
driving the DAC. Since the waveform
represents noise, an algorithm is used that
allows the arbitrary waveform generator
to simulate random noise. When deriving
random noise, there are three
characteristics that need to be satisfied.
First, the power spectrum needs to be flat
with frequency. Second, the ordinates
(voltage vs. time) need to have a Gaussian
distribution; and third, a zero auto
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correlation for all non zero time shifts.
The first and second noise characteristics
can easily be satisfied by creating the
noise signal in the frequency domain.
This is accomplished by creating a signal
with constant amplitude verses frequency
and random phase verses frequency over
the bandwidth desired. The phase is
uniformly  distributed between -180
degrees and 180 degrees. Since the DAC
needs to have the data in an amplitude
verses time format, an inverse fourier
transform is performed on this frequency
domain noise signal. Then the time
waveform is converted to a polar format
and the magnitude and phase data is
placed into the AM and PM memories.
The AM and PM memories are combined
in a Sine computer to create the
amplitude verses time data. When
generating the signal digitally, the output
is periodic and the auto correlation is low
for all time shifts except for multiples of
the waveform period. The output noise
signal is repetitive due to the finite
memories driving the DAC. When the
sequencer finishes clocking out the last
memory location, in order to continuously
output a signal, it returns the first memory
location and clocks through the memory
again. Playing the memory through the
DAC multiple times creates a periodic
nature to the waveform. This periodic
nature in the time domain waveform
causes the auto correlation function to be
one for integral multiples of the sequence
length. A periodic waveform in time will
cause a sampled or discrete waveform in
frequency. When using the HP 8791
Model 11 as the waveform generator, the
memory length used to create the NPR
signal is 64k bits. With a clock frequency
of 134 MHz, the noise signal will repeat
every 488 usec and will show up as
discrete tones 2.048 KHz apart in the



frequency domain.  For the Iridium
amplifier, the non zero auto correlation
function does not cause any significant
measurement uncertainty as the frequency
spacing of the tones is much smaller than
the notch and noise bandwidths used in
the testing.
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Figure 7. Magnitude of an NPR signal in
the time domain.

The NPR signal is created in the
frequency domain with closely spaced
tones whose amplitude and phase are
specified. In the time domain, the NPR
signal has a largely varying signal
amplitude with time as shown in Figure 7.
The peak value is several dB larger than
the average value. It is this peak to
average ratio that stresses the amplifier
and makes NPR a better test for
communication systems as compared to
two tone testing. The peak to average
ratio is determined by the phase
distribution of the tones. When the NPR
signal is digitally derived, the peak to
average ratio can be controlled, since the
magnitude and phase of each tone is
controlled. This makes the technique
repeatable when compared to a noise
source where the peak to average ratio is
random.

The test setup for the Iridium amplifiers is
shown in Figure 8. In this setup, the
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arbitrary waveform generator is creating
an NPR signal with a 3 dB noise
bandwidth of 10.5 MHz and a 3 dB notch
bandwidth of 0.2 MHz. This signal drives
a linear amplifier to produce the proper
output power. The test receiver is a
spectrum analyzer. The spectrum
analyzer measures the signal level in the
notch, the signal level outside of the
notch; and the ratio of these two
measurements is the NPR. Figure 9
shows the measurement as seen on a
spectrum  analyzer. The NPR
measurement is made at several input
power levels to determine when system
saturation occurs and the relative linearity
of the DUT.
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Figure 8. Digital NPR Block Diagram.
NPR Measurement Receiver

The NPR measurement receiver for the
Iridium amplifier under test is a spectrum
analyzer. A spectrum analyzer is a
frequency selective, peak responding
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Figure 9. Digital NPR signal as shown
on a spectrum analyzer.



voltmeter calibrated to display the RMS
value for a sine wave. This swept tuned
super heterodyne receiver has many
advantages over the traditional technique
employing fixed tuned receivers. Since
the spectrum analyzer is swept tuned, the
entire NPR waveform can be displayed at
one time. The notch depth can be
observed directly and measured. Only
one signal is needed to measure NPR,
unlike the traditional technique that may
require two noise waveforms, one with
and one without a notch. The NPR
measurement is made with the spectrum
analyzer by making a measurement inside
the notch and a measurement outside of
the notch and taking the ratio.

When measuring the NPR signal with a
spectrum analyzer there are several
considerations that need to be addressed
for accurate results. First, it is desirable
to have the input signal's NPR at least 10
dB lower than the amplifier under test
NPR. This insures the test signals effect
is negligible when measuring the DUT's
NPR. Any nonlinear device before the
DUT (preamplifiers, frequency
converters, etc.) will introduce distortion
and cause the input signals NPR to rise.
A second consideration requires keeping
the spectrum analyzer out of compression
and within its linear measurement range.
Even though each tone has a limited
amplitude, the total average power in the
NPR signal is the sum of all the tones and
can easily compress the spectrum analyzer
input. The NPR signal will also compress
the spectrum analyzer with the large
instantaneous time domain peaks. The
compression can be checked by varying
the spectrum analyzer's input attenuator
while verifying that the displayed signal
level does not change. If it changes, then
the spectrum analyzer's input section is in
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compression and the input attenuator
needs to be increased for accurate results.
A third consideration has to do with the
way that the spectrum analyzer measures
noise. Since the spectrum analyzer is
calibrated to  measure  sinusoids,
correction factors are needed when
measuring noise. This is true only when
measuring the absolute power levels of a
noise signal. Since the NPR signal is a
ratio of two noise measurements, no
correction factor is needed.

The spectrum analyzer set up is also
crucial for accurate and repeatable results.
In order to make these measurements, the
proper resolution bandwidth (RBW) and
video bandwidth (VBW) need to be
chosen. When the NPR signal is digitally
generated, the signal is made up of
individual tones and the RBW needs to be
at least 2 times the NPR signal tone
spacing. This will ensure the spectrum
analyzer will not resolve the individual
tones and the signal will appear noise like.

RBW

IR RN

RBW
Filter
Shape

NPR
Signal

Figure 10.
notch edge.

RBW affects on the NPR

While in the traditional method, the RBW
should be much less than the notch
bandwidth for accurate depth
measurements. The VBW needs to be



chosen to be at least 1/100 of the RBW to
obtain the average for this noise signal.
The power measurements both inside and
outside of the notch need to be average
power measurements. In the digital
technique, the average power is obtained
for the notch bandwidth by integrating the
total power across a notch bandwidth and
dividing by the bandwidth. While in the
classic technique, proper VBW selection
is only required to get the average power.
When tabulating the average power, it is
necessary to make sure that the RBW
filter response is not affecting the results.
The RBW filter response makes the inside
of the notch appear narrower than actual.
This error shows up as an elevated
average power in the notch. For accurate
results, the power measurements must be
taken at least 5 RBWs away from the
notch edge for minimal effect from the
RBW filter response. The same
bandwidth used to measure in the notch is
used to measure outside of the notch.
The average power measurement outside
of the notch also needs to be at least S
RBW bandwidths away from the notch
edge. If power measurements are made
close to the notch edge, reduced average
power levels may be obtained. Figure 10
illustrates how the RBW filter response
affects the measurements. The spectrum
analyzer setup for RBW, VBW, input
attenuator, and measurement placement
of the NPR signal is crucial for accurate
and repeatable measurements.

Comparison

Figure 11 shows the NPR vs. Input power
results on the class AB amplifier for both
measurement techniques. Since the
classica NPR measurements were
performed with a 3 dB noise bandwidth of
50 MHz and the digital NPR
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Figure 11. NPR comparison for both the
Classic and Digital techniques.

measurements with a 3 dB noise
bandwidth of 10.5 MHz, some variation
can be expected. However, there is
excellent correlation between the two
curves. The only significant error is a 1
dB offset between the digital and classical
techniques. This is attributable to round
off error in the measurement. The
software used in the digital measurement
system returns a real number for the NPR
which is rounded to an integer. For the
classical measurement, the NPR was
manually observed as the difference in
levels on the spectrum analyzer. The
possible errors involved with this made it
desirable to always round down to the
worst case NPR. This difference in the
measurement techniques along with the
change in total noise bandwidth easily
explains the small difference in the results.

Since this new method for NPR testing
produces equivalent results, a more
detailed comparison of the advantages
and disadvantages should be examined.
Flexibility has already been mentioned as
an advantage of the digital technique. In
addition to making the notch size,
position, and signal bandwidth variable,
frequency shaping across the band is
possible. This can be used to compensate
for the effect of any frequency sensitive
components in the test setup. This is in



direct contrast to the analog technique
where a filter's ripple or slope will be
propagated when generating the signal.
In the analog method, the noise
bandwidth minimum size can be a
limitation. This is limited by the notch
filter design as the analog filter bandwidth
can only be so small, and the noise
bandwidth must always be much greater
than the notch bandwidth. The practical
lower limit at L band was about 10 MHz
for the total noise bandwidth. On the
other hand, the digital technique has a
much smaller lower limit but has a
maximum noise bandwidth limitation of
40 MHz. In comparing measurement
speed, averaging can be done faster with
the digital technique as the waveform
period is known compared to the
traditional technique where the period is
infinite. The digital NPR technique offers
more flexibility, faster results and gives
equivalent results to the classical
technique.

Conclusion

Noise power ratio measurements with a
digitally controlled stimulus give accurate
and comparable results to the classical
technique. With a digitally controlled
stimulus, the NPR waveform is repeatable
as the magnitude and phase of the signal
is digitally developed. It is also easy to
change the signal characteristics by
changing the data stored in the memories
of the arbitrary waveform synthesizer.
These attributes makes this technique
easier and more repeatable than the
classic technique.
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This paper will address current trends in digital cellular and per-
sonal communications services (PCS),, help in the understanding of
many of the digital cellular formats in existence today, and explore
high-speed, high—-accuracy test methods. The status of TDMA, CDMA,
digital cellular, and PCS around the world will be discussed. An
overview of the parameters of NADC, CDMA, GSM, PDC, PHP, etc., will
be presented. Finally, high-speed, high-accuracy, multiformat test-
ing will be described.
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Abstract:

This presentation gives an overview of the proposed CDMA cellular system defined by the TIA
45.5 sub-committee. This system is largely based on the CDMA system developed by
Qualcomm. The intent of this paper is to provide insight into the technology of CDMA and
to describe some of the operating features of the proposed TIA CDMA system.
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Objectives: This presentation gives an overview of the proposed CDMA cellular system
defined by the TIA 45.5 sub-committee. This system is largely based on the CDMA system
developed by Qualcomm. The intent of this paper is to provide insight into the technology of
CDMA and to describe some of the operating features of the proposed TIA CDMA system.

Slide #1

The Problem of Access: The
— personal communication industry

Cellular Access Methods is faced with the problem of an
ever increasing number of users
sharing the same limited
frequency bands. To expand the
user base, the industry must find
methods to increase capacity

without degrading the quality of

CDMA Frequency service.
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The current analog cellular

. system uses a complex system of
COMA Besicn 493 channelization with 30 kHz
channels, commonly called
FDMA (Frequency Division Multiple Access). To maximize capacity, FDMA cellular uses
directive antennas (cell sectoring) and complex frequency reuse planning,.

To further increase system capacity, a digital access method is being implemented called
TDMA (Time Division Multiple Access). This system uses the same frequency
channelization and reuse as FDMA analog and adds a time sharing element. Each channel is
shared in time by three users to effectively triple system capacity.

CDMA stands for Code Division Multiple Access and uses correlative codes to distinguish
one user from another. Frequency divisions are still used, but in a much larger bandwidth
(1.25 MHz). In CDMA, a single user's channel consists of a specific frequency combined
with a unique code. CDMA also uses sectored cells to increase capacity. One of the major
differences in access is that any CDMA frequency can be used in all sectors of all cells.

The correlative codes allow each user to operate in the presence of substantial interference.
An analogy to this is a crowded cocktail party. Many people are talking at the same time,
but you are able to understand one person at a time. This is because your brain can sort out
the voice characteristics and differentiate them from the other talkers. As the party grows
larger, each person has to talk louder, and the size of the talk zone grows smaller. This
would be more dramatic if each conversation were in a different language. CDMA is
similar, but the recognition is based on the code. The interference is the sum of all other
users on the same CDMA frequency, both from within and without the home cell and from
delayed versions of these signals. It also includes the usual thermal noise and atmospheric
disturbances. Delayed signals caused by multipath are separately received and combined in
CDMA. This will be discussed in greater detail later in this presentation.
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Cellular Frequency Reuse
Patterns

FDMA Reuse CDMA Reuse
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One of the major capacity gains
with CDMA is because of its
frequency reuse patterns. The
normal reuse pattern for analog
and TDMA systems employs
only one seventh of the available
frequencies in any given cell.
This could really be called
frequency non-reuse. With
CDMA, the same frequencies are
used in all cells. If using
sectored cells, the same
frequencies can be used in all
sectors of all cells. This is
possible because CDMA is

designed to decode the proper signal in the presence of high interference.
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= The CDMA Concept
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CDMA starts with a narrowband
signal, shown here at the full
data rate of 9600 bps. This is
spread with the use of specialized
codes to a bandwidth of 1.23
MHz. When transmitted, a
CDMA signal experiences high
levels of interference, dominated
by the coded signals of other
CDMA users. This takes two
forms, interference from other
users in the same cell and
interference from adjacent cells.
The total interference also
includes background noise and

other spurious signals. When the signal is received, the correlator recovers the desired signal
and rejects the interference. The is possible because the interference sources are uncorrelated

to the desired signal.
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CDMA Paradigm Shift

@ Multiple Users on One Frequency
® Channel is Defined by Code
® Capacity Limit is Soft
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For most people familiar with
FM communication systems, a
paradigm shift is needed to
properly discuss CDMA.

Here are some differences
between CDMA and analog FM:

«  Multiple users are on one
frequency simultaneously

« A Channel is defined by the
correlative code in addition to
the frequency

The capacity limit is soft. Capacity can be increased with some degradation of the error

rate or voice quality.
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—  CDMA Makes use of
Diversity —
@ Spatial Diversity

® Frequency Diversity
@ Time Diversity
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Another aspect of CDMA is
diversity. CDMA uses three
types of diversity: Spatial
diversity, Frequency diversity,
and Time diversity.
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= CDMA Spatial Diversity

@ Multiple Antennas at Base Station

©® Multiple Base Stations for Soft
Handoff
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= Spatial Diversity During
Soft Handoff
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Spatial diversity takes two
forms:
Two antennas: The base
Station uses two receive
antennas for greater immunity
to fading. This is the classical
version of spatial diversity.

Multiple base stations
simultaneously talk to the
mobile during soft handoff-

During Soft Hand-off, contact is
made with two base stations
simultaneously. The signals
from the base to mobile are
treated as multipath signals and
are coherently combined at the
mobile unit. At the base stations,
the signals are transmitted via the
network to the Mobile Telephone
Switching Office (MTSO),
where a quality decision is made
on a frame-by-frame basis, every
20 msec.
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— CDMA Frequency
Diversity
® Combats Fading, Caused by Multipath
® Fading Acts like Notch Filter to a
Wide Spectrum Signal
® May Notch only Part of Signal
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Frequency diversity is inherent
in spread spectrum systems. A
fade of the signal is less likely
than with narrow band systems.
Fading is caused by multipath
and is a function of the time
delays in the alternate paths. In
the frequency domain, a fade
appears as a notch filter that
moves across a band. As the
user moves, the frequency of the
notch changes. The width of the
notch is on the order of one over
the difference in arrival time of
two signals. For a 1 psec delay,

the notch will be approximately 1 MHz wide. The TIA CDMA system uses a 1.25 MHz
bandwidth, so only those multipaths of time less than 1 psec actually cause the signal to
experience a deep fade. In many environments, the mul<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>