HP-UX
System Administrator Manual

Volume 1

HP 9000 Series 300 Computers

HP Part Number 98594-90060

(ﬁﬁ HEWLETT

PACKARD

Hewlett-Packard Company
3404 East Harmony Road, Fort Collins, Colorado 80525




Please print or type your name and address.
Name:

Company:

Address:

City, State, Zip:

Telephone:

Additional Comments:

HP-UX System Administrator Manual
HP Part Number 98594-90060
E1288

BUSINESS REPLY MAIL

FIRST CLASS PERMIT NO. 37 LOVELAND, COLORADO

POSTAGE WILL BE PAID BY ADDRESSEE

Hewlett-Packard Company

Attn: Learning Products Center
3404 East Harmony Road

Fort Collins, Colorado 80525-9988

NO POSTAGE
NECESSARY
IF MAILED
IN THE
UNITED STATES




o

fold ——

YVl all I'ir wvailvuiauwi:

Your comments and suggestions help us determine how well we meet your needs.
Returning this card with your name and address enters you into a quarterly
drawing for an HP calculator”.

HP-UX
System Administrator Manual

Agree Disagree

The manual is well organized. O O O O O

It is easy to find information in the manual. O O O O O
The manual explains features well. O O O O O
The manual contains enough examples.: O O O O O
The examples are appropriate for my needs. O O O O O
The manual covers enough topics. O O O O O
Overall, the manual meets my expectations. O O O O O
You have used this product:

__Less than 1 week ___Less than 1 year ___More than 2 years

__Less than 1 month __1to2years

Please write additional comments, particularly if you disagree with a statement
above. Use additional pages if you wish. The more specific your comments, the
more useful they are to us.

Comments:

*Offer expires 1/1/1991. (Manual: 98594-90060 E1288)

Please Tape Here



Legal Notices
The information contained in this document is subject to change without notice.

Hewlett-Packard makes no warranty of any kind with regard to this manual,
including, but not limited to, thé implied warranties of merchantability and
fitness for a particular purpose. Hewlett-Packard shall not be liable for errors
contained herein or direct, indirect, special, incidental or consequential damages
in connection with the furnishing, performance, or use of this material.

Warranty. A copy of the specific warranty terms applicable to your Hewlett-
Packard product and replacement parts can be obtained from your local Sales
and Service Office.

Copyright © Hewlett-Packard Company, 1988

This document contains information which is protected by copyright. All rights
are reserved. Reproduction, adaptation, or translation without prior written
permission is prohibited, except as allowed under the copyright laws.

Restricted Rights Legend. Use, duplication or disclosure by the U.S. Govern-
ment Department of Defense is subject to restrictions as set forth in para-
graph (b)(3)(ii) of the Rights in Technical Data and Software clause in
FAR 52.227-7013.

Copyright © AT&T, Inc. 1980, 1984
Copyright © The Regents of the University of California 1979, 1980, 1983

This software and documentation is based in part on the Fourth Berkeley Software
Distribution under license from the Regents of the University of California.



Printing History

New editions of this manual will incorporate all material updated since the
previous edition. Update packages may be issued between editions and contain
replacement and additional pages to be merged into the manual by the user.
Each updated page will be indicated by a revision date at the bottom of the
page. Note that pages which are rearranged due to changes on a previous page
are not considered revised.

The manual printing date and part number indicate its current edition. The
printing date changes when a new edition is printed. (Minor corrections and
updates which are incorporated at reprint do not cause the date to change.) The
manual part number changes when extensive technical changes are incorporated.

December 1988 ... Edition 1. Documents the 6.5 release of HP-UX.

This edition of the HP-UX System Administrator Manual replaces part number
97597-90060 (First Edition; April 1988).






o

-~

C

Contents

1. Getting Started

Welcome . Coe e

What’s in this Manua1’7 Ce .

Conventions Used in this Manual . . . .

Using Other HP-UX Manuals e

The Administrator’s Responsibilities . . . . . . . . .
Installing and Testing the Hardware . . . . . . . .
Evaluating Users’ Needs . . . . Coe
Installing the HP-UX Operating System R
Configuring the HP-UX kernel . Ce e
Allowing Users Access to the System . . . . .
Adding and Moving Peripheral Devices
Monitoring File System Use and Growth
Updating the HP-UX System
Back Up, Recovery, and Restoring the System
Detecting/Correcting File System Errors

Assisting Other Users . . . . . . . . . . . . ..

Providing a “Back-up” Administrator .
User Survey . . . . . . . . . . . . . ..

2. System Management Concepts

The HP-UX Hierarchy

Processes
Process Creatlon (Parent and Child Processes) .
Process Termination
Process Groups
Terminal Affiliation .
Open Files in a Process .

IDs . . . . . . . . .. ... C e e

1-1
1-2
1-3
1-5
1-6
1-6
1-6
1-6
1-7
1-7
1-7
1-7
1-7
1-8
1-8
1-9
1-9
1-10

2-2
2-6
2-6
2-8
2-8
2-9
2-9
2-10

Contents-1



The Superuser . .
File System Implementatlon .
Disk Layout . . . . . . . . .
Data Storage e
Updating the HFS Flle System Coe
Corruption of the File System .
Detection and Correction of Corruptlon .
File Format and Compatibility . .
File Protection . . . . ..
File Sharing and Lockmg
The File System Buffer Cache
Magnetic Tape . . . . Co
Magnetic Tape Deﬁnltlons e
Preventive Maintenance . Coe e
Tape Streaming . . . . . . . . . . . .
Optical Technology . . .
Rewritable Optical .
Why Use Rewritable Opt1cal‘7 .
Hewlett-Packard’s Rewritable Optical Products .
HP Series 6300 Model 650/A - Optical Disk Drive
Optical Disk Drive Guidelines . . . .
HP Series 6300 Model 20GB/A - Optlcal Autochanger
Optical Autochanger Guidelines R
Memory Management . . . . . . . . . . . . . . ..
Overview . . . . . . . . . ..
Logical Address Space Management
Physical Memory Utilization .
Swap Space Management
Shared Code . . . . . . . . . . . ...
Demand Load . . . . . . . . . .. oo
Device I/0
Device Classes . . .
Drivers ..
Cluster Concepts .
Why Use a Cluster? e
What is an HP-UX Cluster? R .
Model of Cluster System Admlnlstratlon Coe
Comtext . . . . . . . . . . . . ... ..

Contents-2

2-12
2-13
2-14
2-20
2-23
2-25
2-25
2-31
2-32
2-38
2-40
2-42
2-42
2-47
2-47
2-51
2-51
2-52
2-53
2-53
2-54
2-54
2-55
2-58
2-58
2-59
2-62
2-63
2-65
2-67
2-68
2-68
2-68
2-69
2-69
2-71
2-74
2-77



Context Dependent Files (CDFs) . . . . . . . . . . . 9278

CDF Examples . . . . C e e e oo oo 2-85
Cnode-Specific Device Flles . X ¢ )
Cluster Server Processes . . . . . . . . . . . . ... 929
Process IDs e e e .. 294
Swapping in a Cluster . . . . . . . . . . . . . . .. 2-95
Tips on Customizing your Cluster e e e L2996
Changes to Commands and Files . . . . . . . . . . . 9297
Subsystem Administration . . . . . . . . . . . . . . 2105
3. System Startup and Shutdown

System Startup Functions . . . . . . - |
Booting the System (Standalone or Root Server) - )
Booting a Cluster . . . . - )
Overview of Internal Functlons of System Startup - 84
The Boot ROM . . . . . . . . . . . ... ... . 38
HP-UX Takes Control . . . . . . . . . . .. ... . 315
HP-UX Starts the Init Process . . . . . . . . . . . . 3-16
Init Brings the System to Run-Level 2 5 ¢
Init Spawns gettys to Cause a Login Prompt . . . . . . 3-23
A User LogsIn . . . . - % |
System Administration Mode e e e 3-26
Booting Problems . . . . . . . . . . . . . . ... 327

Shutting Down the System . . . e e o .. .. 328
Shutting Down for System Malntenance e ) 1<
Halting or Rebooting the System . . . . . . . . . . . 329
Shutting Down a Cluster . . . . . . . . . . . . . . 330

Power Fail or Disk Crash Recovery . . . . . . . . . . . 3-32

4. Customizing the HP-UX System

Changing the HP-UX Environment Files . . . . . . . . 4-3
/ete/inittab . . . . .. L. 0.0 L. 43
Jete/re . ..o oL L. ... 44
/etc/passwd . . . . ... L L. T
Jetc/group . . . . . . . ... . . .. ... ... 44
Jetc/motd . . . . . . . ... .. ... ... 44
/usr/news . . . . e 4-5
/ete/profile or /etc/csh 1og1n e 4-5

Contents-3



fete/wtmp . . . ... ... oL ... 45

Jete/btmp . . . ... ... L. 46
Jetc/utmp . . . . . .. L. ... 46
/etc/securetty . . . .. 48
$HOME/ .profile, $HOME/ cshrc $HOME/ logln or
$HOME/ .environ . . . R
$HOME/exrc . . . . . . . . . . . .. ... ... 48
Jusr/lib/terminfo . . . . . . . . . .. .. .. ... 438
Jetc/checklist . . . . . . . . . .. ... .. ... 48
/etc/ecatman . . . . . . . . . .. ... ... ... 49
/etc/issue . . . . B S 4
/ete/csh.login, /etc/rc and /etc/proﬁle R 2 4
Jusr/lib/tztab . . . . . . . ... 0L 411
Jetc/ttytype . . . . . . ... L. 411
Adding Peripheral Dev1ces O o 1)
Overview of the Task . . . . . . . . . . . . .. .. 4-12
Miscellaneous Devices . . . . . . . . . . . . . . .. 418
Terminals and Modems . . . . . . . . . . . . .. . 4-19
Pseudo Terminals . . . . . . . . . . . . . .. .. 436
Hard Disks . . . 4-39
Rewritable Optical Dlsk Dr1ves and Optlcal Autochangers 4-46
‘Flexible Disk Drive . . . . . . . . . . . . . ... . 458
Cartridge Tape Drive . . . . . . . . . . . . . . .. 461
Nine-Track Magnetic Tape . . . . . . . . . . . . . . 463
Plotters and Digitizers . . . . . . . . . . . . . . . 466
HP-HIL Devices . . . . . . . . . . . .. .. ... 4868
GPIO Devices . . . .. . . 4-68
Setting Up Data Communlcatlon on your System ... . 4-69
Setting the Terminal Characteristics . . . . . . . . . . 471
Selecting a Value for the TERM Variable . . . . . . . 4-71
Setting TERM with the tset Command . . . . . . . . 473
Adding to /etc/checklist . . . . . . . . . . ... .. . 474
Configuring your HP-UX Cluster . . . . . . . . . . . . 478
Prerequisites and Assumptions . . . . . . . . . . . . 478
HP-UX Cluster Information Sheet . . . . . . . . . . 4.78
Creating the Clustered Environment . . . . . . . . . 4-83
Adding a Diskless Cluster Node . . . . . . . . . . . . 4992
Before Addinga Cnode . . . . . . . . . . . . . . 492

Contents-4



C

Procedure . . .
After Adding a Cnode .
Removing and Renaming a Cluster Node
Removing a Diskless Cluster Node
Renaming a Diskless Cluster Node
Creating a New File System . . .
Prerequisites . . . . . . . . .
Creating the File System
After Creating the File System .
Enabling Long File Names . . . .
Main Differences Between Long and Short Flle Names
Long File Names or Short File Names? e
Enabling Long File Names on an Existing File System
Long File Names and Your System .
Creating System Run-Levels . .
Guidelines for Creating New System Run Levels
Example /etc/inittab File . .
Creating and Using a Recovery System
Creating a Recovery System . . .
Using the mkrs Script . . Ce e
Booting and Using the Recovery System .....
Shutting Down the Recovery System
Recovering the System Manually . .
Mounting and Unmounting File Systems
To Mount a File System . . .
To Unmount a File System .
Mounting/Unmounting File Systems Usmg / e‘cc / checkhst
Mounting the /usr File System . . . . Ce e
Removing Optional Products and Filesets .
The reconfig Command
Using reconfig .
Additional Notes on reconﬁg Ce
Setting Up Printers and the LP Spooler .
What Is in This Section . . .
LP Spooler Terminology and Overv1ew
Installing Printers and the LP Spooler .
Configuring the LP Spooler for Remote Operatlon
General-Purpose LP Spooler Commands

4-92

4-98

4-102
4-102
4-106
4-107
4-107
4-108
4-109
4-113
4-113
4-114
4-115
4-118
4-125
4-126
4-127
4-129
4-130
4-132
4-133
4-135
4-135
4-140
4-141
4-144
4-145
4-146
4-148
4-149
4-150
4-153
4-154
4-155
4-156
4-157
4-168
4-172

Contents-5



System Administrator LP Spooler Commands . . . . . 4-174

Remote Spooling Commands . . . . . . . . . . . . . 4-175
LP Spooling Directories . . . O i (]
LP Spooler Administrator Dutles P S i
How Models Work . . . oo .. 4181
Setting Up a Printer (the Manual Method) Coeo oL 4182
The LP Spooler in an HP-UX Cluster . . . . . . . . . 4-184
LP Spooler Errors . . . . 4-184
Installing Optional Software and Updatmg Your HP UX
Kernel . . . . . e e o oo ... 4186

Update Process Overv1ew . 4-187
Overview of Updating if You Wlll Use an HP UX Cluster 4-188
General Discussion of the Update Process . . . . . . . 4-189
Preparing to Modify Your System . . . . 4-191
Updating or Installing Optional Software from Cartrldge

Tape . . . . . 4-196
Updating or Instalhng Optlonal Software from Flex1ble

Disk . . . . . . .. 4212

5. Periodic System Administrator Tasks
Adding/Removing Users . . . s

Adding a New User (Using Reconﬁg) O o
Adding a New User (the Manual Method) . . . . . . . 512
Creating the /etc/passwd Entry . . . . . . . . . . . 514
Setting the New User’s Password . . . . . . . . . . . 516
Removing a User (Using Reconfig) . . . . . 517

Removing a User from the System (the Manual Method) 5-20

Suspending a User from the System . . . . . . . . . . 5-20
Backing Up and Restoring the File System . . . . . . . 5291
Background Information . . . . . b-21

Backing Up your File System Usmg the Backup Scrlpts . B-27
Backing Up the File System Using the Fbackup Command 5-32
Backing Up the File System Using the Optical Disk

Autochanger . . . ... .. 536
Backing Up Selected Files onto Cartrldge Tape e 5-41
Backing Up Selected Files onto Flexible Disk or Magnetlc

Tape . . . . 5-42

Backing Up Selected Flle Onto Rewr1table Optlcal Dlsks 5-43

Contents-6



C

N
/
S

Restoring the System . R
Performing Backups Automatlcally .

Changing a Password . . .

Changing the System’s Run- Level .
Entering Run-Level s (The System Admlmstratlon Mode)
Changing Run-levels e
Run-Level Review

Creating Groups/Changing Group Membershlp

Communicating with System Users . .

Controlling Disk Use . . . . .

Initializing Media .

What Needs to be Inltlahzed‘?
Prerequisites .

Using mediainit Ce
Initializing Media to LIF Format .

Setting the System Clock
Setting the Time Zone
Setting the Time and Date . . . .
Possible Problems When Changlng the System Clock .

Transferring Files . . e
cpio
tcio . .
tar
dd . ... ...

LIF Utilities . . .
UucCPp .
Local Area Network
Virtual Terminal . .
Moving Directories .

Kernel Customization

Introduction .

Using the config Command C
Files Required for the config Process
Running config . .

Configuring Device Drivers and I/ O Cards .
Sample Configuration Description Files
Determining the Required Device Drivers

5-43
5-47
9-50
5-51
5-51
9-52
5-53
5-54
5-56
5-58
9-61
9-61
5-62
5-62
9-64
9-66
5-66
9-67
5-68
9-70
5-70
5-71
9-72
5-73
5-73
9-76
9-77
5-77
5-77

6-1
6-3
6-3
6-3
6-8
6-8
6-11

Contents-7



Configuring Swap Space .

Overview of Creating More Swap Space on an Addltlonal

Disk . . . . . .. ..
Step 1: Initialize the Media
Step 2: Determine the Amount of Swap Space Needed
Step 3: Create the File System on the New Disk
Step 4: Add the Appropriate Entries into Dfile . . .
Step 5: Edit the /etc/checklist file
Step 6: Execute the Config Command

Step 7: Enable the New Swap Space if You Sklpped Step

5 .
Possible Swap Setups . .. Co
Configuring Operating System Parameters .o

HP-UX Operating System Parameters
System V IPC Code

Configuring Device Drivers and I/ O Cards Usmg reconﬁg .

Creating the Minimum Operating System

Creating a Fully Loaded Operating System

Creating a Custom Operating System . .
Creating a New Kernel in an HP-UX Cluster
Local and Remote Swapping in an HP-UX Cluster

7. System Accounting

What Is in This Chapter? . .

Installation and Daily Usage .
How to Install System Accounting
Summary of Daily Operation

Overview of System Accounting
Definitions . . . . . . . .
Introduction to Commands
System Data Flow .
Login and Directory Structure .

Disk Space Usage Accounting
Reporting Disk Space Usage . -
Creating Total Accounting Records . .

Connect Session Accounting . . . . . .
Writing Records to wtmp — acctwtmp .
Displaying Connect Session Records - fwtmp

Contents-8

6-13

6-15
6-16
6-16
6-22
6-22
6-23
6-24

6-24
6-24
6-29
6-30
6-31
6-33
6-33
6-38
6-41
6-52
6-56

7-3
7-3
7-5
7-7
7-7
7-9
7-13
7-15
7-17
7-17
7-21
7-23
7-23
7-24

)

-
“

S



S

Fixing wtmp Errors ~ wtmpfix . . . .
Creating Total Accounting Records . .
Process Accounting . .
Turning Process Accountlng On
Turning Process Accounting Off
Checkmg the Size of pacct e e
Command Summary Report — acctems
Creating Total Accounting Records .
Charging Fees to Users — chargefee . . .
Summarizing and Reporting Accounting Informatlon
Displaying Total Accounting Records — prtacct .
Merging Total Accounting Files — acctmerg .
Creating Daily Accounting Information — runacct . . .
Displaying runacct Reports — prdaily e
Creating Monthly Accounting Reports — monacct .
Updating the Holidays File .
Fixing Corrupted Files
Fixing wtmp Errors .
Fixing tacct Errors . . .
Sample Accounting Shell Scrlpts
grpdusg . . . . . . . . . ..
acct_bill . . . . . . . ..
System Accounting Files e e
Files in the /usr/adm Dlrectory e e
Files in the /usr/adm/acct/nite Dlrectory S
Files in the /usr/adm/acct/sum Directory . . .
Files in the /usr/adm/acct/fiscal Directory

8. Trusted Systems

Components of System Security . . . . . . . . . Co
Physical Security . . . . . . . . . . .. .. .. ..
Procedural Security . . . . . . . . . . . ..
System Security . . . . . . . . . . .. .o
Security Policy . . . . e

Converting to a Trusted System

Trusted Computing Base (TCB) Ce e
Introduction tothe TCB . . . . . . . . . . . . . .

7-26
7-26
7-30
7-30
7-32
7-32
7-35
7-44
7-48
7-50
7-51
7-51
7-54
7-58
7-64
7-67
7-68
7-69
7-69
7-70
7-71
7-71
7-73
7-77
7-77
7-78
7-79
7-79

Contents-9



Partsof the TCB . . . . . . . . . . . . . . . ... 89

Access Control Lists (ACLs) . . . . . . . . . ... .. 810
Auditing . . . S B |
Auditing Concepts P - 55 5
Auditing Tasks . . . . Coe oo 820
Starting or Halting the Audltmg System e e e o821
Selectively Auditing Users . . . . . . . . . . .. ... 823
Auditing Selectively by Events . . . . . . . . . . . . . 824
Display the Auditing Information . . . . . . . . . . . . 826
Audit Overflow Prevention and Handling . . . . . . . . 828
Auditing in Subsystems and Applications . . . . . . . 830
The Password File . . . . . . . . . . . . . ... .. 832
Security Procedure Awareness . . . . 833
Additional Changes to Your System to Improve Securlty 8-33
System Administration Security Practices . . . .. 834
Performing General Administration Tasks in a Trusted
System . . . . . . . . . . . . . . . ... ... 837
A. Using the fsck Command
Introduction . . . - O |
fsck Errors That May Occur -
Initialization Phase Errors . . . . o
Phase 1 Errors: Check Blocks and Slzes - )
Phase 1b: Rescan for More Dups . . . . . . . . . . . A-13
Phase 2: Check Path Names . . . . . . . . . . . . . A-13
Phase 3: Check Connectivity . . . . . . Y O ¢
Phase 4: Check Reference Counts . . . . . . . . . . A-20
Phase 5: Check Cylinder Groups . . . . . . . . . . . A-2923
Phase 6: Salvage Cylinder Groups . . . . . . . . . . A-25
Cleanup . . . . . . . . . . . .. . ... ... .. A%
B. Troubleshooting
System Run-Time Errors . . . . . . . . . . . . . . . B2
Kernel Exrors . . . . . . . . . . . .. ... ... B2
File System Errors . . . . . . . . . ... .. ... B4
Error Messages . . . . . s e e . .. . . ... ... B
Booting Diagnostic Errors e .. . . ... B-5
Error Messages During Login . . . . . . . . . . . . B-6

Contents-10



Unable to Access a Peripheral Device . . . . .. . .. Bs

Dealing with an Unresponsive Terminal . . . . .. .. B9
N Backup Recovery Errors . . . . . . . . . . . . . B-10
b Update Errors . . . . . . . . .. ... B-13
Errors During Update e o S
To check your tapes: . . . . . e . . . . .. ... B8
HP-UX Cluster Troubleshooting . . . . . . . . . . . . B17
Unsolved Problems . . . . . . . . . . . . . . . B-17
Flowchart Format . . . e - . . . . . ... .. B-18
Diskless Boot Troubleshootmg e e . ... .. ... B8
Possible Boot Daemon Error Messages . . . .. B-43
Possible Panic, Retry, and Other System Messages on
Diskless Cnodes . . . . . . . . . . . . . . . B-46
System Messages Cont.) . . . . . . . . . . . . . . . B52
LAN Cable Break Detection Behav1or .o .. . . . B-52
Unable to Login or Rlogin to a Diskless Cnode .. . .. B-55
C. Partitions and Filesets
u How Partitions and Filesets Work . . . . . . . . . . . (-1
Dependent Filesets . . . . . R 05
Mandatory vs. Non-mandatory Partltlons B o)
Which Filesets DoI Want? . . . . . . . . . . . . . . (3
Filesets and Their Functions . . . . . . . . . . . . . (C4
Filesets, Dependencies, and Sizes . . . . . . . . . . . (9
Recoverlng Lost Files . . . co . .. ... C-15
Recovering Files Required For Update e e o .. .. C-16
How to List Files . . . . . . . . . . . . . . . . . . 17
List of AXE System Files . . . . . . . . . . . .. . . (18
Partition SYS_.CORE . . . . . . . . . . . . .. .. (18
Partition TEXT . . . . . . . . . .. . ... ... C2A4
Partition SYS_TOOLS . . . . . . . . . . ... .. (9%
Partition STARBASE . . . . . . . . . . . ... .. (=28
Partition X11IWINDOWS . . . . . . . . . . . . . . (29
SN Partition WINDOW . . . . . . . . . . . . . . .. C-33
U Partition PROG_LANGS . . . . . . . . ... ... C34
Partition MISC_UTILS . . . . . . . . . . .. ... (34
Partition NLS . . . . . . . . . . . .. ... .. (45
List of PE System Files . . . . . . . . . . . . . . . . (48

Contents-11



Partition SYS_.CORE . . . .

Partition TEXT . . .
Partition SYS_TOOLS

Partition STARBASE . .

Partition X11WINDOWS
Partition WINDOW .
Partition PROG_LANGS
Partition MISC_UTILS .
Partition NLS

D. Operating System Parameters
acctresume
acctsuspend
argdevnblk e
dos_mem_byte . . . . . .
dskless_cbufs
dskless_fsbufs . . . . . .
dskless_mbufs . . . . . .
dskless_node . .

dst . . . . . . ...

filesizelimit

fpa . . . ..

maxdsiz . . . . . . . .
maxssiz . .
maxswapchunks

maxtsiz . .

maxupre

maxusers .

mesg . . . . . .
minswapchunk

msgmap . .
msgmax . .
msgmnb . .
msgmni .
msgseg
mMsgssz
msgtql
nbuf

Contents-12

C-48
C-49
C-79
C-84
C-89
C-95
C-98
C-102
C-104

D-2

D-4

D-6

D-7

D-8

D-10
D-12
D-14
D-15
D-16
D-17
D-18
D-19
D-20
D-22
D-23
D-25
D-27
D-28
D-29
D-31
D-32
D-33
D-34
D-36
D-38
D-39

.



ncallout . . . . .
ndilbuffers . .
netmeminit
netmemmax .
netmemthresh
nfile

nflocks

ngesp . .
ninode

nproc .

npty

ntext
num_cnodes . .
num_Jan_cards .
parity_option
scroll_lines .
selftest_period .
sema, .
semaem . . .
semmap . . .
semmni
semmns . .
semmnu . . . . . . . . . . . .
semume . . .

semvmx . .

server_node .
serving_array_size

shmall

shmbrk

shmem

shmmax . .

shmmaxaddr . .

shmmin . . . . . . . . . .
shmmni . . . ..

shmseg . . . . . . .
timeslice

timezone .
unlockable_mem

D-41
D-43
D-44
D-45
D-46
D-48
D-49
D-50
D-52
D-53
D-55
D-56
D-57
D-59
D-60
D-62
D-63
D-64
D-66
D-68
D-70
D-71
D-72
D-74
D-76
D-77
D-79
D-81
D-82
D-83
D-84
D-85
D-86
D-87
D-88
D-89
D-91
D-92

Contents-13



using_array_size . . . .

Swap Space Parameter In

Index

Contents-14

teraction

D-94
D-96



O

(5

Getting Started

Welcome

This manual is written for you, the Series 300 HP-UX system administrator.
Although some familiarity with computers is assumed, this manual will serve
people with varying levels of expertise. The HP-UX operating system is composed
primarily of AT&T Bell Laboratories’ System V.2 UNIX.!

However, Hewlett-Packard has incorporated its own extensions as well as features
from the University of California at Berkeley Unix 4.1 and 4.2 BSD (Berkeley
Systems Distribution) systems and from AT&T’s System V UNIX.

Who is the system administrator? The system administrator is the person
responsible for installing the HP-UX operating system software, updating the
software, tuning the system for optimum performance, maintaining the system,
and repairing the system if something goes wrong. Additionally, the system
administrator should become the local expert to whom other HP-UX users go for
help.

1 UNIX is a registered trademark of AT&T in the USA and other countries.
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What’s in this Manual?

This manual is a guide to help you fulfill your duties as system administrator.
The following is an overview of the chapters in this manual:

m Chapter 1: Getting Started

This chapter provides an overview of the System Administrator Manual,
explains the conventions the manual uses, mentions other manuals that
will aid you in administrative tasks, points out differences between single-
user and multi-user systems, and discusses the system administrator’s
responsibilities.

m Chapter 2: System Management Concepts

This chapter discusses the HP-UX directory structure, processes, IDs,
the super-user, file system implementation, magnetic tape, memory
management, HP-UX cluster concepts, and device input and output.

m Chapter 8: System Startup and Shutdown

This chapter discusses system startup functions, performing a controlled
shutdown of the system, and recovering from a power failure or a disk
crash.

m Chapter 4: Customizing the HP-UX Operating System

' Arranged alphabetically by task, this chapter contains instructions for
accomplishing tasks to customize the system.

m Chapter 5: Periodic System Administrator Tasks

There are a variety of tasks that the System Administrator must perform
on a regular basis to maintain the integrity and functionality of the
system. This chapter defines these tasks.
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m Chapter 6: Kernel Customization

Various attributes of the kernel (operating system) may be customized to
enhance the performance of your system. The configuration changes that
are explained in this chapter will help you in this task.

m Chapter 7: System Accounting

As system administrator you may want to periodically evaluate how well
your Series 300 HP-UX system is operating, as well as how many resources
those logging onto your system are using. This chapter discusses the
various accounting features available on HP-UX, how to install them,
and how to produce various useful reports.

m Chapter 8: Trusted Systems

This chapter describes concepts and tasks associated with security, as
defined by the government, at the C2 level.

Conventions Used in this Manual
The following font style conventions are used throughout this manual:

m Computer font indicates a literal either typed by the user or displayed by
the system. You must press the key after typing the command.
A typical example is:

fsck /dev/dsk/0s0

Computer font also indicates files, HP-UX commands, system calls,
subroutines, etc. Examples include /etc/profile, date, and getpid.

» Boldface is used when a word is first defined (as flebnee).
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m Italics is used when terms are referenced to the HP-UX Reference. Italics
is also used to indicate the titles of manuals, as well as for symbolic items
either typed by the user or displayed by the system as discussed below.

Note that when a command and/or file name is part of a literal, it is
shown in computer font and not italics. However, if the command or file
name is symbolic (but not literal), it is shown in italics as the following
example illustrates:

fsck device_file_name
Here you would type in your own device_file_name.
Italics is also used for general emphasis (do not touch).

When the use of softkeys (or function keys) is discussed, the softkey will
be shown in heavy bold type with a box. For example, a softkey labeled

“PREVIOUS” will be printed as .

Environment variables such as PATH or MAIL are represented in
uppercase characters.

Quotation marks are used for chapter and section titles. Quotation marks
are also used to emphasize unusual terms that may be typical for general
computer usage, but are not standard English.

Unless otherwise stated, all references such as “refer to the login(1) entry
for more details” refer to entries in the HP-UX Reference manual. The
parenthetic number refers to the section in the HP-UX Reference. Some
of these entries will be under an associated heading. For example, the
chgrp(1) entry is under the chown(1) heading. If you cannot find an entry

where you expect it to be, use the HP-UX Reference manual’s permuted
index.
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Using Other HP-UX Manuals

Besides this manual, the HP-UX manuals listed below will aid you in your system
administrator tasks:

m The installation guide for your specific Series 300 computer contains
instructions for installing the computer hardware, interface cards, and
peripherals. The guide supplies all the hardware-specific information
needed to set up the HP-UX system.

m The HP-UX Installation Manual provides step-by-step instructions for
installing the HP-UX operating system software and explains what to do
after the system has been successfully installed.

m There are several beginner guides to help you get started with HP-UX,
the vi editor, and shells.

m The HP-UX Reference contains the syntactic and semantic details of
all commands and application programs, system calls, subroutines,
special files, file formats, miscellaneous facilities, and system maintenance
procedures available on the Series 300 HP-UX operating system. Use this

manual when looking for complete specifications of a command or a, special
file.

m The multi-volume set of HP-UX Concepts and Tutorials contains informa-
tion on a broad range of HP-UX topics and tools. You may be particularly
interested in the sections on UUCP and on the different shells. Refer to
the Documentation Roadmap or the HP-UX Concepts and Tutorials for
a list of topics.

m Manuals provided with optional products or applications, such as Local
Area Network (LAN) or XWindows, provide information specific to the
product.

m Peripheral Installation Guide describes how to set switches and connect
peripherals to your Series 300 computer.
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The Administrator’s Responsibilities

This section contains a brief discussion of the system administrator’s responsibil-
ities and tells you where to find related information.

Installing and Testing the Hardware

As system administrator, you should make sure that your computer is installed
and operating properly by using the instructions and tests in the installation guide

supplied with your computer. The computer hardware must function properly
before HP-UX is installed.

Evaluating Users’ Needs

You must analyze the intended uses of the system. Knowledge of the number
of users, the characteristics of each user, the system resources and peripherals
required by each user, and the data/programs that must be shared by various
user groups, will help you set up HP-UX for optimum performance. This also
applies to single-user systems.

To aid you in this analysis, a sample user-survey form is provided at the end of
this chapter. You may want to change this survey to fit your particular needs.
Most users think in terms of “I need to do this job” not “I need FORTRAN,
Graphics, a plotter, and 500 000 bytes of data storage.” The survey should help

you identify the needs of the system users and translate those needs into data
relevant to system configuration.

Installing the HP-UX Operating System

The HP-UX operating system is supplied either on a 1/4 -inch cartridge tape or
on 3 1/2 inch flexible disks. The operating system is installed on a hard disk drive.
As system administrator, you are responsible for installing HP-UX. Instructions
for accomplishing this task are provided in the HP-UX Installation Manual.
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Configuring the HP-UX kernel

How the operating system uses computer resources depends on certain values and
configurations that you control. Configuring the system influences its efficiency
and response time. Once familiar with the system, you can use the instructions
in Chapter 6 of this manual to alter the system configuration.

Allowing Users Access to the System

Once HP-UX is installed, you are responsible for allowing access by other users.
This involves providing each user with a user name, a password, and a portion of
the file system for his use. Instructions for adding users and assigning passwords
are contained in Chapter 5 of this manual.

Adding and Moving Peripheral Devices

Another responsibility is to add peripherals (for example, printers, terminals,
mass storage devices) to the HP-UX system as they are required. Directions for
installing the peripherals are in Chapter 4 of this manual.

Monitoring File System Use and Growth

As HP-UX is used, files are added to the file system. If unused files are not
removed, the amount of space required to store files eventually exceeds available
space. One of your responsibilities is to monitor the size of the file system and
identify unused files. Unused files should be archived (if needed in the future)
and then removed from the file system. Also, you should watch for files that
continually increase in size. Ask the file’s owner to see if the file is needed, and
to see if its size can be reduced. Instructions for monitoring the use and growth
of the file system are supplied in Chapter 5 of this manual.

Updating the HP-UX System

You will receive software updates by purchasing HP support services that provide
periodic updates. These updates change existing capabilities and add new
capabilities, ensuring that your system contains the latest version of the software.

As system administrator, you are responsible for installing each software update.
You should update the manuals to include the documentation changes provided
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with each update and keep a log showing when the update was installed. Notify all
system users of the changes caused by the update. Because each update depends
on changes made by the previous update, you must install each update when it
arrives. Instructions for installing updates are in Chapter 4 of this manual.

Back Up, Recovery, and Restoring the System

The HP-UX operating system, programming languages, and applications software
represent a large investment of time and money. Files can be unintentionally
removed and each access to the system provides an opportunity for error. A
critical error can cause additional errors in the file system and, if the system
becomes corrupt enough, file system errors increase rapidly.

Loss of the system can also occur through unwelcome circumstances (such as
spilled coffee, smoke contamination, dust, or fire) that damage a mass storage
device, its media, and/or the data it contains.

As system administrator, you should make a file system backup and a recovery
system. A backup is a copy of the HP-UX operating system, file system, and

programming languages. A recovery system is a bootable subset of HP-UX and
is created with the mkrs command.

If your system is destroyed, you can recover by using a combination of your
recovery system and your latest backup. If a user accidentally removes a needed
file, the file (or a previous version of it) can be recovered by copying it back into
the file system from the backup. Note that a system backup is the only way to
recover a deleted or destroyed file.

Instructions for backing up the system are given in Chapter 5 of this manual.
Instructions for creating a recovery system are given in Chapter 4.

Detecting/Correcting File System Errors

Every day the system is used, numerous files are created, modified, and removed;
each action requires an update to the file system. With each update to the file
system it is possible that one or more of the updates could fail (for example,

because of abnormal system shutdown). When an update fails, the file system
can become corrupt.

HP-UX provides the fsck command—a program that checks the integrity of
a file system and (optionally) repairs that system. Each time you boot your
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HP-UX system, HP-UX automatically checks to see if your system was improperly
shutdown. If HP-UX detects an improper shutdown, it will automatically check
(and, if necessary, repair) the file system. Additionally, you should check the file
system whenever you observe unexpected system behavior. Continuing to use a
corrupt file system can further corrupt the files and can potentially crash your
system. Instructions for verifying and repairing the file system are located in
Appendix A of this manual and the fsck(1M) entry in the HP-UX Reference.

Assisting Other Users

Since you carry the title “System Administrator”, users may come to you for
help with the system. You should plan to allocate a portion of your time for
consulting and problem solving.

If you have purchased certain support services, you have access to direct technical
support from Hewlett-Packard. As the system administrator, you are the only
person authorized to use this service. If other system users have difficulty with
the system, they should direct their questions to you. If you cannot solve the
problem, then call your support person at Hewlett-Packard.

Providing a “Back-up” Administrator

At least one other person should be trained as the system administrator to handle
your responsibilities if you are gone.

To ease your job as system administrator and the job of the “back-up” system
administrator, you should automate as many of your tasks as possible.
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User Survey

Location where you will use the system:

User Category (please check all that apply):

— Engineers and Run existing application programs;
Managers enter date, create models.

. Technical Data Run existing application programs;
Entry Operator enter data or automatically read data

from instrumentation.

- Secretary - Word Run existing application programs;
Processing Operator enter data/text.

.. General Programmer Develop application programs.

_ System Programmer Develop programs for improving N ,)
Support Personnel computer system performance or

for use by other programmers.
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What computer hardware or peripherals will you need to access?

- Inkjet printer — Plotter
- Impact printer — Removable mass storage devices
. Graphics terminal .. Other

- Laser printer

Are there other users with whom you want to share programs or data?

If so, list them.

Will you generate or use large amounts of data?

If so, how much must be "on-line" (accessible at all times)?

Which programs are interactive, which will you run in a background mode?

Can any programs be run overnight?
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2

System Management Concepts

This chapter discusses several essential concepts needed to manage an HP-UX
system. These concepts include:

m the HP-UX directory structure

m processes

m [Ds

m the superuser

m file system implementation

m magnetic tape

B memory management

m device input and output

m HP-UX clusters

It is not necessary to understand all of these concepts in depth; however, you
should at least be familiar with the terms.
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The HP-UX Hierarchy

The file system of HP-UX is organized in a tree structure. The base of the tree is
the root of the file system, and the file name / is associated with the root. Under
the root are several directories created when you installed your system: bin, dev,
etc, 1ib, system, tmp, users, disc, lost&found, and usr.

This section describes the basic purpose of the major directories in your HP-
UX hierarchy. This discussion includes not only the eight standard directories
mentioned above but also many directories below the standard directories in the
file system tree structure. You will find this useful as you add files and modify
your system in the future. A brief description of the major directories follows.

D
COEEDECOCETOEDEDEDCD

Dﬁﬂle info

COETOED
LSS To5e
Obbb

Figure 2-1. HP-UX Tree Structure for Major Directories
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Directory

Description

/bin
/dev
/disc
/et

/etc/newconfig

/ete/newconfig/Update_info

/ete/conf
/ete/filesets

/lib

/system

/tmp

/users

Contains frequently used commands.

contains special device files used to communicate

to peripherals. For more information, refer to
mknod(1M).

empty directory left by Install. This is a common
place to mount other file systems.

all system administrative commands and configuration
files reside here.

new versions of customizable configuration files and
shell scripts are stored here following an update. You
should keep these files intact here for future reference.

information on your release of HP-UX and optional
software products.

kernel configuration files.

contains a list of all filesets loaded onto your system.
Do not remove anything from this directory.

frequently used object code libraries and related
utilities are placed in this directory.

contains revision lists and customize scripts from
updates, installs, and the reconfig program. Do not
remove anything from this directory.

a place to put temporary files (those normally with
short lifetimes that may safely be removed after a few
days).

user home directories go below this directory.
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Directory

Description

/usr

/usr/adm
/usr/bin

/usr/contrib

/usr/contrib/bin
/usr/contrib/lib

/usr/contrib/man

/usr/include
/usr/include/local
/usr/include/sys
/usr/lib

/usr/local
/usr/local/bin
/usr/local/lib

/usr/local/man

less frequently used commands and other
miscellaneous files are stored under this directory.

system administrative data files reside here.

less frequently used commands and those not required
to boot, restore, recover, and/or repair the system go
here.

contains any contributed files and commands (from
user groups).

any contributed commands are placed here.
any contributed object libraries are placed here.

the on-line documentation for any contributed files, is
placed in this directory.

high-level C language header files (shared definitions).
localized (site-specific) C language header files.
low-level (kernel-related) C language header files.

less frequently used object code libraries, related
utilities, Ip commands, and miscellaneous data files go
here.

localized (site-specific) files should be placed here.
localized (site-specific) commands should go here.

localized (site-specific) object code libraries are placed
here.

put any on-line manual pages for localized
(site-specific) systems in this directory.
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Directory

Description

/lost+found

/usr/mail

/usr/man
/usr/man/catl ... cat9

/usr/man/catl.Z ... cat9.Z
/usr/man/manl ... man9

/usr/man/manl.Z ...
man9.Z

/usr/spool
/usr/spool/cron
/usr/spool/lp
/usr/spool /uucp

/usr/spool /uucppublic

/usr/tmp

where fsck puts orphaned files and directories. This
directory is automatically created by newfs when you
create a file system.

where your mail box resides.

all on-line documentation shipped with your system
can be found here.

man(1) pages already processed to speed access go
here.

compressed version of the cat directories.

the unformatted version of man(1) pages.

compressed version of the unformatted man pages.

spooled (queued) files for various programs.
spooled jobs for cron and at.
control and working files for the Ip spooler go here.

queued work files, lock files, log files, status files, and
other files for uucp.

used for free access of files to other systems via uucp
or LAN.

an alternative place (to /tmp) in which to place
temporary files; this directory is usually used when
there are many files and/or the temporary files may be
very large.
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Processes

A process is an environment in which a program executes. It includes the
program’s code and data, the status of open files, the value of all variables, and
the current working directory. Each process is associated with a unique integer
value (called the process ID) which is used to identify the process.

Process Creation (Parent and Child Processes)

A process consists of a single executing program at any given time. However, a
process can create another process to:

m concurrently execute another program
m execute another program and wait for its completion

A new process is created when a program executes either the fork or the vfork
system call. The terms parent process and child process refer to the original
process and the process which it created, respectively.

The following sections explain the use of fork, exec, and vfork system calls

you initiate from your program. They are also documented in section 2 of the
HP-UX Reference.

Using fork

When a child is created with a fork system call, nearly all code and data is copied
from the parent to the child. Only shared code and shared memory segments are
not copied (the child process uses the same shared code as the parent process
instead of creating a separate copy for itself). Thus, the child process is nearly
identical to the parent process (with the exception of its process ID); it has exact
copies of the parent’s code, data and current variable values.

When the fork system call is executed, the system must have enough free swap
space to duplicate the parent process or the call to fork fails. Once the child
process is created, both processes begin execution from the completion of the call
to fork (at the program statement immediately following the call to fork).

The fork system call returns the actual process ID of the child (a non-zero
value) to the parent process, while the identical call in the child’s copy of the
code always returns zero. Since the process IDs returned by the fork system
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calls are distinguishable, each process can determine whether it is the parent
process or the child process.

For example, suppose that a process consists of a program that tests the life of
car batteries. The program has read 1000 data values from a voltmeter and is
ready to print and plot the data. The program could have been written to do
one task completely (such as printing the data) and then perform the other task.
However, the programmer has included a fork system call in his program at a
location after the data has been read.

When the program completes the statement containing the fork system call, two
nearly identical processes exist. Each process examines the value returned by its
fork system call to determine whether it is the child process or the parent process.
Following the fork statement is a conditional branch statement that states: “If
the process is the child process, it should print the data. If the process is the
parent process, it should plot the data.” Because of the inclusion of the fork
statements and the conditional branch statement, both printing and plotting are
done simultaneously. And because each process has its own copy of the test data,
each can modify the data without affecting the other process.

Using exec

One modification which often follows the fork system call is to exec to another
program. exec is a system call which overlays separate code and data on top of
already existing process code and data. In this manner a parent process is able to
create a new process using fork, and subsequently execute an entirely different
program via exec.

As an example, let’s suppose we are writing a text editor. We would like to let the
user of our editor pause and list directories on the system-—say before choosing
a file to edit. One way of doing this would be to fork a different process, and
then immediately exec the program 1s. Let’s look next at the vfork system call
for a more efficient way of doing this.

Using vfork

Copying a parent process’s code and data to a child process can be time
consuming when a large program or a large amount of data is involved. The
vfork system call provides an alternate way to create a new process in situations
where generating a separate copy of the parent process’s code and data is not
necessary. vfork differs from fork in that the child process borrows the parent
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process’s memory and thread of control until the child executes either an exec or
exit system call, or it terminates abnormally. The parent process is suspended
while the child uses its resources.

In situations where the child process is simply going to call exec, the parent’s
code and data is not required by the child. If fork is used to create the child
process, time is wasted copying the unneeded code and data. Depending on the
size of the parent’s code and data space, using vfork instead of fork can result
in a significant performance improvement.

Like fork, vfork returns the actual process ID of the child process to the parent
process and returns a zero to the child.

Process Termination
A process terminates when:
m The program that is executing in the process successfully completes.

m The process intentionally terminates itself by calling the exit or _exit
system call.

m The process receives, from any process, a signal for which the default
action is taken (if the default action is fatal).

When a process “dies” (terminates), all open files associated with the process are
closed. System resources associated with the process are de-allocated.

Process Groups

A process group is a set of related processes, such as a parent process, its child
processes and its children’s child processes.

A process group is established when a process calls the setpgrp system call.
The calling process becomes the process group leader; it and all of its future
descendants (such as its child processes and grandchild processes) are members
of only that process group. Process group membership is inherited by a child
process. Descendants already in existence are not placed in the new process
group. Each active member of the process group is identified by the process
ID of the process group leader. The init process is the parent process of all
processes. It initially sets up process groups as it executes commands from the
command field of /etc/inittab.
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A signal sent to a process may also be sent to all other members of its process
group. Typically, process groups are used to ensure that when an affiliated process
group leader terminates, all members of its process group also terminate.

Terminal Affiliation

Process groups and process group leaders have significance in that a process group
leader can become “affiliated” with a terminal. All standard input, standard
output, and standard error generated by process group members is, by default,
directed to the affiliated terminal (unless redirected). Affiliation is caused by
an unaffiliated process group leader opening an unaffiliated terminal. Only a
process group leader can become affiliated. At the time of affiliation, the process
group leader cannot be affiliated with any other terminal and the terminal cannot
be affiliated with any other process group. The terminal sends signals to the
members of its affiliated process group in response to the interrupt character

([DEL]), QUIT (as set by the stty command, by default (1J), the

key, or a modem hangup signal.

A child process inherits terminal affiliation when it is created. Thus, if an
unaffiliated process group leader creates a child process, the child process is
unaffiliated, even if the parent process becomes affiliated later.

Open Files in a Process

For a process to access files, it must first open them. HP-UX limits the number of
files that one process can have open to 60. A process inherits all open files from the
parent. Three files that are usually open are: standard input (‘stdin”), standard
output (stdout), and standard error (stderr). When a process terminates, the
system closes any files that this process has open.
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IDs

As previously mentioned, each process is assigned a process ID (a unique integer
value) which identifies that process. The process also has associated with it a
real user ID, a real group ID, an effective user ID, and an effective group ID.

A real user ID is an integer value which identifies the owner of the process.
Similarly, a real group ID is an integer value which identifies the group to which
the user belongs. The real group ID is a unique integer identifier that is shared
by all members of a group. It is used to enable members of the same group to
share files without allowing access to these files by non-group members. The real
user ID and real group ID are specified by the file /etc/passwd and are assigned
to the user at login. You can read the /etc/passwd file either from the shell
(using cat, grep, or an editor) or from your program (using the getpwent call).
Refer to the entries for cat(1), grep(1), getpwent(3) and your editor in the HP-UX
Reference for more information.

Effective user and group IDs allow the process executing a program to appear to
be the program’s owner for the duration of its execution. The effective user 1D
and group ID are separate entities and can be set individually. The effective IDs
are usually identical to the user’s corresponding real IDs. However, a program
can be protected such that when executed, the process’s effective IDs are set
equal to the real IDs of the program’s owner. The new effective ID values remain
in effect until:

m The process terminates.

m The effective IDs are reset by an “overlaying” process (a process is
“overlaid” via the exec system call).

m The effective IDs are reset by a call to the setuid system call or the
setgid system call. These calls are both described in the setuid(2) entry
in the HP-UX Reference.

The primary use of effective IDs is to allow a user to access/modify a data file
and/or execute a program in a limited manner. When the effective user ID is
zero, the user is allowed to execute system calls as the superuser (described in
the following section).
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For example, suppose that the dean of a university keeps all of his student’s
records in a file on the system. He wishes to enable a professor to modify a
student’s record only for that professor’s class (an English professor shouldn’t
be allowed to modify a student’s grade in physics). The dean first enables the
file containing the student’s records such that only he may read or write to it.
He then writes a program which receives the modifications requested by a user,
checks to see that the user is allowed to make such changes, and then modifies the
record if allowed. Finally, the dean protects the program such that the effective
IDs of the user are set equal to the dean’s real IDs when the program is executed.
Then when the program accesses the student record file, the system allows the
program to read from or write to the file because it believes that the dean is
accessing the file (the effective user and group IDs are that of the dean).

Each process also has a group access list associated with it. A group access
list is a list of up to 20 groups to which the process belongs. A process is
permitted to access the files of any group in this list as though that group was
the process’s effective group ID. The access list is assigned at login based on the
group memberships specified in the file /etc/logingroup.

Security If you have converted to a trusted system you also have an audit
ID associated with each user. This audit ID is not changed, even
when executing programs that use a different effective user ID.
Refer to Chapter 8 for more information.
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The Superuser

The term superuser describes the system users whose effective user ID equals
0. Users with effective user IDs equal to 0 are provided with special capabilities
by HP-UX (hence the name “superuser”). Many commands and system calls
can be accessed only by a superuser. Other commands and system calls provide
additional features that can be accessed only by a superuser. A superuser is
granted the ability to:

m execute any command in the system, as long as any execute permission
bit is set in the command file’s mode

m override any protections placed on user files
m modify any system configuration files

m add (and remove) users to the system

m perform other system functions

Some superuser commands and some system calls (those used heavily by the
system administrator) require the user’s name to be root and real user ID to be
zero. You should maintain a superuser on the system whose user name is root
and whose real user ID is zero. (This user is often referred to as “the root user”.)
Log in as this user when acting as system administrator, and use it only when
necessary. To prevent other users from accessing superuser capabilities, assign a
password to root. Only you and the “back-up” system administrator(s) should
know this password.

Commands that can damage the system are restricted to the superuser. You
may have users that need to use some of these commands to perform their work.
While it is dangerous to allow users full use of superuser commands, the privileged
group feature of HP-UX allows you to assign a subset of privileged commands
to groups of users. All user processes whose effective group ID matches the ID
of the privileged group, or whose group access list contains the privileged group,
have access to those commands.

For example, someone using the rtprio command can demand prime CPU time.
Or, someone who has unrestricted use of the chown or chgrp commands can
defeat the accounting processes. Refer to the setprivgrp(1M) entry in the HP-UX
Reference for a list of privileges which can be assigned to privileged groups.

2-12 System Management Concepts



File System Implementation

Series 300 uses a file system called the High Performance File System (HFS). the
UNIX tutorial supplied with your HP-UX system discusses the structure of the
file system at the user level and introduces some basic concepts and terms. This
section expands on those concepts and introduces new concepts which are unique
to HFS. This information is useful when verifying, maintaining, and repairing
the HF'S file system(s). For details on how to create your file system, refer to the
section, “Creating a New File System”, in Chapter 4 of this manual.

The files of the HF'S file system are stored on a formatted mass storage medium,
usually a disk. A file is specified by the user with a path name. The method in
which files are stored in HFS is explained in this chapter.
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Disk Layout

Each hard disk drive used for the file system begins with an 8 Kbyte volume
header area. The rest of the disk holds the file system and swap area. Each file
system begins with the primary copy of the superblock and consists of one or
more cylinder groups (see Figure 2-2). If you have a hard disk that supports
“hard” partitions, such as the HP 9133H, then you can address each partition

separately (the volume field in the minor address indicates the partition)
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The Boot Area

The boot area is reserved on the mass storage medium (usually a disk) during
the installation process. Information in the boot area is used only if the disk is
used for booting (boot disk), but the space is reserved on all disks. The boot area
resides on the first 8 Kbytes of the disk, and contains a volume header, volume
directory information, and a small secondary loader used when the system is
loaded. This area is reserved exclusively for use by the boot ROM.

If you created your file system using the newfs command the boot area will
always be on your disk. If you created your file system using mkfs the boot area
will not be there. In this case, if you will use the file system to boot your system,
you must explicitly put the boot area on your disk using the following command
(replace 0s0 for you disk’s actual device file name):

dd if=/etc/boot of=/dev/dsk/0s0 count=1 bs=8k

Each boot disk must have a volume header in the boot area to identify the
volume format. On the Series 300 the format is Hewlett-Packard’s LIF (Logical
Interchange Format). The volume header is checked by the boot ROM in its
examination of bootable mass storage media when the computer is powered up.

The volume directory information contains 3 names: SYSHPUX, SYSDEBUG,
and SYSBCKUP. SYSHPUX corresponds to the file / hp-ux, which is your kernel.
SYSDEBUG corresponds to the file /SYSDEBUG. This file is used only when writing
device drivers; its use is described in the device driver writing manual, Series
300 HP-UX Drwer Development Guide. SYSBCKUP corresponds to /SYSBCKUP,
which is used as a backup kernel. All three are assumed by HP-UX to be object
files.

The last 7 1/4 Kbytes on the boot area contain the secondary loader. The
boot ROM loads and passes control to the secondary loader which in turn loads
and passes control to the file /hp-ux (or the backup kernel if you are using
SYSBCKUP). /hp-ux (or the backup kernel) then completes the task of bringing
up HP-UX.

If you are on a diskless cnode in an HP-UX cluster this process is slightly different.
The boot ROM loads and communicates across LAN with the root server’s
/etc/rbootd program. It is the rbootd program that coordinates between the
diskless cnode, secondary loader, and eventually the chosen kernel.
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The Cylinder Group

Each cylinder group contains a copy of the superblock, a cylinder group
information structure, an inode table, and data blocks. The superblock is located
in each cylinder group so that any single track, cylinder, or platter can be lost
without losing all copies of the superblock. If a superblock is lost, the file
system can be repaired by using fsck with an alternate superblock. If major
reconstruction is necessary use fsdb (with caution). Any extra space before or
after the superblock, cylinder group information, and inode table is filled with
data blocks.

There is a primary superblock at the beginning of the file system, and a copy of
the superblock in each cylinder group. The superblock contains static information
known at file system creation: block size, fragment size, and disk characteristics.
The primary superblock also keeps track of file system update information in its
summary information area.

Eight Kbytes are reserved for each copy of the superblock. The layout of the
superblock data structure is defined in /usr/include/sys/fs.h.

The cylinder group information contains the dynamic parameters of the cylinder
group:

m number of inodes and data blocks

m pointers to the last used block, fragment, and inode

m number of available fragments

m used inode map

m free block map

A bit map in the cylinder group information keeps track of available data blocks
and fragments. Data blocks can be divided into 1 Kbyte, 2 Kbyte, or 4 Kbyte
fragments. Data block and fragment allocation are described in the section “Data
Storage” later in this chapter.

The cylinder group information data structure’s size is between 1 fragment and
1 block (a block can be either 4 Kbytes or 8 Kbytes). The size depends on the
number of data blocks per cylinder group. The layout of the cylinder group
information is defined in /usr/include/sys/fs.h.
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The inode table contains per-file information (see Figure 2-3). A static number
of inodes is allocated for each cylinder group when the file system is created. HFS
uses a default such that there are more inodes per cylinder group than will be

needed for average usage. Refer to /usr/ include/sys/inode.h for more details
on the inode structure.
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Figure 2-3. Regular File Mapping Scheme and the Inode Structure
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A file system uses blocks of either 4 Kbytes or 8 Kbytes: for the rest of the
discussion on inode pointers the size of blocks will be referred to as fs_bsize. You

can replace the variable with 4K or 8K, depending upon what block size your file
system uses.

The first 12 pointers in an inode point directly to the first 12 blocks or fragments
containing the file’s data. If the file is larger than 12 blocks (greater than 12
X fs_bsize), indirect reference is made to the file’s data. A group of indirect
pointers is contained in one data block. Each pointer is 4 bytes long, so there
can be either 1024 pointers (4096/4) or 2048 pointers (8192/4) in each block of
indirect pointers.

The 13th block address points to a block containing 1024 or 2048 additional
pointers to data blocks (from now on the number of indirect pointers in a block
will be called num_ip). Thus, the 13th (single indirect) block address handles
files up to 4 243 456 bytes in a 4 Kbyte block file system or 16 875 520 bytes in
an 8 Kbyte block file system (fs_bsize x (12 + num_ip)) . If the file is larger
than this, the 14th inode block address points to num_1p indirect blocks, each of
which contains pointers to an additional num_p actual data blocks.

If the file cannot be contained in this space, the 15th inode block address points
to num_ip double-indirect blocks. With the 15th (triple-indirect) block address,
the size of a file is limited to fs_bsize x (12 + num_ip + num_ip? + num_ip3).
Your disk drive probably doesn’t have this much space and files cannot cross disk
drive boundaries.

Inode pointers hold the address of a fragment. The address can be interpreted as
referencing a whole block or as referencing one or more fragments, depending on
the number of bytes stored at the address. Whether a block or a fragment is used
depends on the following information in the inode: the file size, file system block
size, and the pointer’s index number. A partial block (one or more fragments)
will be allocated only at the end of a file, so if there are three pointers to data,
pointers 1 and 2 will point to full blocks, but pointer 3 may point to a partial
block.
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Figure 2-4 shows an example of a 20 Kbyte file stored in 8 Kbyte blocks with
1 Kbyte fragments. The number of blocks needed is 20 + 8 (file size + block
size): 2 full blocks with a remainder of 4 fragments. Therefore, the first and

second pointers point to full blocks, but the third pointer points to the remaining
4 fragments.
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Figure 2-4. Inode Addressing Example

All indirect blocks are referenced only as full blocks; no pieces of the file are
addressed at the fragment level beyond the 12 direct pointers.

If the file described by the inode is not a regular file, then some fields of the inode

are interpreted differently (see Figure 2-3 for the regular file mapping scheme).
The differences are:

m FIFO and pipes

The space reserved for indirect block pointers contains information about
the current state of a FIFO or pipe.
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m Character or block device files

The first direct block address is actually the major and minor number of
the device. The rest of the direct block addresses are 0.

m Directory

The pointers point to regular file system data blocks, but the blocks
contain specifically formatted data. A description of the data is in the
file /usr/include/sys/dir.h.

The inode table’s size can vary between file systems. To determine the amount of
space used by the inode table you need the following information: number of bytes
per cylinder group, average number of data bytes per inode refer to “Creating a
New File System” in Chapter 4 for information on how this is determined), inode
size (always 128), and block size. For example, in a file system with 8 Kbyte
blocks, 2 Mbyte cylinder groups, and 2048 data bytes per inode, there are 1000
inodes per cylinder group (2 Mbytes < 2048 bytes). The 1000 inodes x 128 bytes
per inode gives 128 000 bytes for the entire inode table. 128 000 + 8192 (block
size) gives 15.625 blocks needed for the table. Since a partial block will not be
allocated for the inode table, the system rounds up to 16 blocks and “inode fills”
the 16th block: an additional 24 inodes were added to fill the last block so no
space is wasted.

Data Storage

In each cylinder group, the areas before and after the superblock, cylinder group
information, and inode table contain the blocks used to store data for regular files,
directories, pipes, symbolic links and FIFOs (see Figure 2-2). Indirect blocks
filled with pointers to data blocks also reside in this part of the cylinder group.

Free space is allocated primarily in block sizes. Blocks can be either 4 Kbytes or
8 Kbytes. Block size is set at file system creation.

Having a large block size has both benefits and costs. In big files, a large block size
significantly reduces the number of disk accesses, thereby increasing file system
throughput. The problem is that most HP-UX files are small; using a large block
size for small files creates wasted space. To circumvent the wasted space problem,
a block can be divided into either 1 Kbyte, 2 Kbyte, or 4 Kbyte fragments.
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Fragment size is bounded on the lower end by 1024 and on the upper end by the
block size, and must be an even multiple of 1024. Fragment size is specified at
file system creation.

Allocation of Disk Space

Free space availability is determined from a bit map associated with each cylinder
group. The bit map contains one bit for each fragment. To determine if a block is
available, consecutive fragments are examined. A piece of the bit map from a file
system using 1024 byte fragments and 8192 byte blocks is shown in Table 2-1.

Table 2-1. Example Free Block Bitmap in an 8192/1024 File System

bit map 00000000 00000011 11111100 11111111
Fragment numbers 0-7 8-15 16-23 24-31
Block numbers 0 1 2 3

The free fragments in this example are fragment numbers 14-21 and 24-31,
indicated by Is in the bit map. The allocated fragments are fragment numbers
0-13 and 22-23, indicated by 0s in the bit map. Fragments in adjacent blocks
cannot be used to create a full block; only 8 contiguous fragments starting on a
block boundary can be used to allocate a full block. In this example, fragments
24-31 can be coalesced to form a full block, but fragments 14-21 cannot be. Also,
if a partial block is allocated, the fragments must be consecutive and not cross
a block boundary. For example, if three fragments are needed, fragments 16-18
can be allocated, but fragments 14-16 cannot be.

In an already existing file, each time additional data needs to be written to the
file, the system checks to see if file size must increase. If file size must increase,
one of three conditions exists:

1. There is enough space in the existing block or fragment. In this case the
new data is written into the already allocated space.

2. The file contains only whole blocks, and there is not enough room in the
last block to hold the additional data. If more than a full block of data
needs to be written a new block is allocated and the first additional block
of data is written there. This process is repeated until less than a block
of new data needs to be written. When this happens, a block containing
enough contiguous fragments is located and the new data is written there.
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3. The file contains fragments, but not enough fragments to hold the new
data. If the size of the existing data in fragments, plus the new data,
exceeds the size of a full block, a new block is allocated. Both the old
and the new data are written to the new block following the process in
condition 2 above. If the size of the old and new data is less than a

full block, a block with enough contiguous fragments (or a full block) is
located and allocated.

When a block or fragment has been located, the address is recorded in the inode
table and the free block bit map is updated.

A certain percentage of free space must always be available in the file system.
This minimum free space percentage is specified at file system creation using
the -m option of the newfs command or the minfree argument of the mkfs
command. The default is 10 percent. The percent of free space may be changed
at any time using the -m option of the tunefs command. The reserved free space
is inaccessible to the normal user; once this threshold has been met only the
superuser can continue to allocate blocks. When the percentage of free space
drops below the threshold, system throughput (to and from newly-created files)
usually drops because the file system can no longer localize the blocks for a file.
Accessing a file is quicker if the whole file is grouped together (localized).

Allocation Policies

Allocation is performed on both a global level to determine placement of new
directories and files, and on a local level to determine the actual placement of
data in blocks.

A decision is made at the global level to determine which cylinder group will
contain a given file or directory. An attempt is made to put all files from a single
directory in the same cylinder group. When a new directory is created, it is put
in the cylinder group that has the greatest number of free inodes and the smallest
number of directories.

Global policy specifies that once the file size reaches MAXBPG (MAXBPG
is defined in /usr/include/sys/fs.h), HFS will allocate blocks from another
cylinder group. This helps to enforce the grouping of all files within one directory
into a single cylinder group by causing the less common larger files to be spread
over several cylinder groups.
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The global allocation routines call local allocation routines with requests for
specific data blocks. The global information, however, isn’t always aware of the
status of every data block. It is the local allocation routines, therefore, that make

the decision of which blocks to allocate. Block(s) are allocated in the following
order:

1. Allocate block requested.

2. Allocate a block on the same cylinder that is rotationally closest to the
requested block.

3. Allocate any block within the same cylinder group.

4. Use a quadratic hash to find a new cylinder group; allocate a block
somewhere in the new cylinder group.

5. Use brute force search to find an available block.

Updating the HFS File System

Every time a file is modified, the HP-UX operating system performs a series of file
system updates. These updates are designed to ensure a consistent file system.

When a program does an operation that changes the file system, such as a write,
the data to be written is copied into an in-core buffer, called the buffer cache.
The physical disk update is handled asynchronously from the buffer write. The
data, along with the inode information reflecting the change, is written to the
disk sometime later unless the file was opened in the synchronous mode (refer
to the description of 0_SYNCIO in the open(2) and fentl(2) entries in the HP-UX
Reference). The process is allowed to continue even though the data has not
yet been written to the disk. If the system is halted without writing the in-core
information to disk, the file system on the disk is left in an inconsistent state.

Updates occur to the superblock, inodes, data blocks, and cylinder group
information in the following ways:

Superblock The superblock of a mounted file system is written
to the disk whenever a umount command is issued, or
when a sync command is issued and the file system
has been modified. The root file system is mounted
during boot and cannot be unmounted.
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Inodes

Data blocks (directories,
indirect blocks, files,
pipes, symbolic links, and
FIFOs)

Cylinder group
information

An inode contains information specific to the file it
describes. An inode is written to the file system upon
closure of the file associated with the inode, when
a sync or fsync command is issued, when the file
system is unmounted, or as soon as the file is written
if 0_SYNCIO is set for the file.

In-core blocks are written to the file system when-
ever they have been modified and released by the
operating system. More precisely, they are buffered
or queued for eventual writing. Physical 1/O is de-
ferred until the buffer is needed by HP-UX, a sync
command is issued, an fsync is issued for the file, or
0_SYNCIO is set for the file. If a file is opened with
the 0_SYNCIO flag set, the write system call does not
return until completed.

The cylinder group information is updated whenever
a sync is executed, or when the system needs a buffer
and the cylinder group is written.

Do not £sck mounted file systems, and always reboot the system after altering
the root device with fsck. A file system inconsistency can also occur if you
execute fsck (file system consistency check—described in Appendix A, Volume
2) on a mounted file system other than the root file system. If you perform a
file system check on a mounted file system, information could be in the buffer,
but not yet written to the file system. A subsequent flushing of the buffer cache
could overwrite the corrections which fsck has just made.
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Corruption of the File System

Although the HFS file system on your Series 300 computer is very reliable, it
is possible to become corrupt. The most common ways for the file system to
become corrupt are improper shutdown procedures and hardware failures.

Improper System Shutdown and Startup

File systems may become corrupt when proper shutdown procedures are not
observed:

® not using the reboot or shutdown command to halt the CPU

m physically write-protecting a mounted file system

m taking a mounted file system off-line

File systems may become further corrupted if proper startup procedures are not
observed:

m not checking a file system for inconsistencies
® not repairing inconsistencies

Allowing a corrupted file system to be further modified can be disastrous.

Hardware Failure

While your Hewlett-Packard Series 300 computer system and disks are highly
reliable, it is good to remember that any piece of hardware can fail at any time.
This isn’t a prediction of gloom, but merely a word of caution to you, the system
administrator, to take small steps of precaution. By following the preventative
maintenance outlined in your installation guides and in this manual, you should
be able to avert any serious problems. Failures can be as subtle as a bad block
on a disk pack, or as blatant as a non-functional disk controller.

Detection and Correction of Corruption

You can check the root file system for structural integrity after performing a
system shutdown. You can check non-root file systems any time as long as they
are unmounted. The fsck command verifies the structural integrity by checking
data which is intrinsically redundant in a file system. The redundant data is
either read from the file system or computed from known values. A quiescent
state is important during the checking of a file system because of the multi-pass
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nature of the fsck program. init run-level s (the system administrator run-level)
is the only safe state in which to check the root file system.

When an inconsistency is discovered, fsck reports the inconsistency. Refer to
Appendix A, Volume 2, “Using the fsck Command”, for an explanation of the

actions fsck takes in response to these inconsistencies, based on different run
options.

Superblock Consistency

The summary information associated with the superblock may become inconsis-
tent. The summary information is prone to error because every change to the file
system’s blocks or inodes modifies the summary information.

The superblock and its associated parts are most often corrupted when the
computer is halted and the last command involving output to the file system
is not a reboot or shutdown command.

The superblock can be checked for inconsistencies involving:
m File-system size—this rarely happens.
m Iree-block count—this is fairly common.
m [ree inode count—this is fairly common.

If £sck detects corruption in the static parameters of the primary (default)
superblock (rarely happens), fsck requests the system administrator to specify
the location of an alternate superblock. The alternate superblock addresses were
listed during file system creation. If the last time you created a file system
was during the installation, a list of addresses will be given in a file called
/etc/sbtab. An alternate superblock will always be found at block number

16. If this superblock is also corrupted, you must supply the address of another
superblock.

File System Size. The superblock is checked for inconsistencies involving file
system size, number of inodes, free block count, and the free inode count. The file
system size must be larger than the number of blocks used by the superblock and
the number of blocks used by the list of inodes. The file system size and layout
information are critical pieces of information to the fsck program. While there
is no way to actually check these sizes, fsck can check for them being within
reasonable bounds. All other checks of the file system depend on the correctness
of these sizes.
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Fres-Block Checking. A check is made to see that all the blocks in the file
system were found.

fsck checks that all the blocks marked as free in the free-block map are not
claimed by any files. When all the blocks have been accounted for, a check is
made to see if the number of blocks in the free-block map plus the number of
blocks claimed by the inodes equals the total number of blocks in the file system.

If anything is wrong with the free-block maps, f£sck will rebuild them, excluding
all blocks in the list of allocated blocks.

The summary information contains a count of the total number of free blocks
within the file system. fsck compares this count to the number of blocks it
found free within the file system. If they don’t agree, fsck will replace the count
in the summary information by the actual free-block count.

Inode Checking. The summary information contains a count of the total
number of free inodes within the file system. fsck compares this count to the
number of inodes it found free within the file system. If they don’t agree, fsck
will replace the count in the summary information by the actual free inode count.

Inodes

An individual inode is not as likely to be corrupted as the summary information.
However, because of the great number of active inodes, a few inodes may become
corrupted.

The list of inodes is checked sequentially starting with inode 2 (inode 0 marks
unused inodes and inode 1 is reserved for future use) and going to the last inode
in the file system.

There are two major types of inodes: primary and continuation. Continuation
inodes contain only a mode (which is of type continuation), a link count, and
ACL entries. You will have continuation inodes only of the file has optional ACL
entries associated with it. fsck will check the continuation inode’s mode, link
count, and the reference from the primary inode. It will not check for consistency
in ACL information.

Each primary inode can be checked for the following inconsistencies:
m format and type
m link count
m duplicate blocks
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m bad blocks

m inode size

m block count

m bad continuation inode number

Format and Type. Inodes may be one of the following types:
m regular file
m directory
m block device
m character device
m network device
m FIFO
m symbolic link
m continuation

Inodes may be found in one of three states:
m unallocated
m allocated
m neither unallocated nor allocated

This last state indicates an incorrectly formatted inode. An inode can get in this
state if bad data is written into the inode list through, for example, a hardware
failure. The only possible corrective action is for £sck to clear the defective inode.

The following sections describe information that fsck checks in primary inodes.

Link Count. Contained in each inode is a count of the total number of directory
entries linked to the inode. fsck verifies the link count stored in each inode by
traversing the total directory structure (starting from the root directory) and
calculating an actual link count for each inode.

If the stored link count is non-zero and the actual link count is zero, it means that
no directory entry appears for the inode. fsck can link the disconnected file to
the /lost+found directory. If the stored and actual link counts are non-zero and
unequal, a directory entry may have been added or removed without the inode
being updated. fsck can replace the stored link count by the actual link count.

Duplicate Blocks. Contained in each inode is a list, or for large files, pointers
to lists (indirect blocks), of all the blocks claimed by the inode. fsck compares
each block number claimed by an inode to a list of already allocated blocks. If
a block number is already claimed by another inode, the block number is added
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to a list of duplicate blocks. Otherwise, the list of allocated blocks is updated to
include the block number. If there are any duplicate blocks, fsck will make a
partial second pass of the inode list to find the inode of the duplicated block.

This condition can occur by using a file system with blocks claimed by both the
free-block list and by other parts of the file system.

fsck will prompt the operator to clear both inodes. Often clearing only one inode
will solve the problem, but the data in the other inode is suspect.

Bad Blocks. Contained in each inode is a list or pointer to lists of all the blocks
claimed by the inode. fsck checks each block number claimed by an inode for a
value outside the range of the file system (lower than that of the first data block,
or greater than the last block in the file system). If the block number is outside
this range, the block number is a bad block number.

fsck will prompt the operator to clear the inode.

Inode Size. Each inode contains a sixty-four bit (eight-byte) size field. This size
indicates the number of characters in the file associated with the inode. Inode size
can be checked for inconsistencies (for example, directory sizes in a file system
using standard, 14-character, filename limits should be a multiple of thirty-two
characters, and the number of blocks actually used should match that indicated
by the inode size).

A directory inode within the HP-UX file system has the mode word set to
directory. The directory size in a file system using standard, 14-character,
filename limits must be a multiple of thirty-two because a directory entry contains
thirty-two bytes of information. fsck will warn of such directory misalignment.
This is only a warning because not enough information can be gathered to correct
the misalignment.

A rough check of the consistency of the size field of any inode can be performed
by computing from the size field the number of blocks that should be associated
with the inode and comparing it to the actual number of blocks claimed by the
inode. fsck calculates the number of blocks that should be claimed by an inode
by dividing the number of characters in the file by the number of characters
per block and rounding up. fsck then counts actual direct and indirect blocks
associated with the inode. If the actual number of blocks does not match the
computed number of blocks, fsck will warn of a possible file-size error. This is
only a warning because HP-UX does not fill in blocks in sparse data files.
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Indirect Blocks. Indirect blocks are owned by an inode. Therefore, inconsis-

tencies in indirect blocks directly affect the inode that owns it. Inconsistencies
that can be checked are:

m blocks already claimed by another inode
m block numbers outside the range of the file system

Detection and correction of the inconsistencies associated with indirect blocks
follows the same scheme used for direct blocks, and is done iteratively. Direct
and indirect blocks were discussed in the section “The Cylinder Group”.

Data Blocks. The two types of data blocks are:

m Ordinary data blocks which contain the information stored in a file. fsck

does not attempt to check the validity of the contents of an ordinary data
block.

m Directory data blocks which contain directory entries.
Each directory data block can be checked for inconsistencies involving:
m directory inode numbers pointing to unallocated inodes

m directory inode numbers greater than the number of inodes in the file
system

m incorrect directory inode numbers for “.” and “.” (current and parent
directories, respectively)

m directories which are disconnected from the file system hierarchy

To remove files with illegal characters, find out their inode number, then remove
them by typing in the following sequence:

1s -i

find . -inum wnode_number -exec rm {}\;

If a directory entry inode number points to an unallocated inode, then fsck can
remove that directory entry.

If a directory entry inode number is pointing beyond the end of the inode list,
fsck can remove that directory entry. This condition occurs if bad data is written
into a directory data block.

The directory inode number entry for “.” should be the first entry in the directory

data block. Its value should be equal to the inode number for the directory data
block.
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The directory inode number entry for “..” should be the second entry in the
directory data block. Its value should be equal to the inode number for the

parent of the directory entry (or the inode number of the directory data block if
the directory is the root directory).

If the directory inode numbers for “” and “.” are incorrect, fsck can replace
them by the correct values.

fsck checks the general connectivity of the file system. If directories are found
not to be linked into the file system, fsck will link the directory back into the
file system in the /lost+found directory.

Uncorrectable File System Corruption

fsck may not be able to proceed in certain instances, such as if all copies of the
superblock are lost. The fsdb (file system debugger) command is provided for
such situations. f£sdb should only be used by an HP-UX file system expert, since
it can easily destroy the entire file system. Refer to the fsdb(1M) entry in the
HP-UX Reference for details.

File Format and Compatibility

The format of the mass storage media on which Series 300 HP-UX files are
stored is High performance File System (HFS). This is not necessarily the format
for other operating systems patterned after the UNIX operating systems. For
example, the Series 200 HP-UX 2.x uses the Bell System III file system (BFS),
and the Series 500 HP-UX system uses Structured Directory Format (SDF). The
following list provides guidelines on how to transfer files between your systems:

m Transfer files between two UNIX machines
O cpio
O tar
O uucp
o LIF utilities: 1ifcp and 1ifinit (HP-UX to HP-UX only)
o mounted file system (same system, same version, only)
o LAN
o SRM
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m Transfer files between Basic or Pascal and HP-UX on Hewlett-Packard
machines

o LIF utilities
o terminal emulator running on the workstation, uploading or

downloading files
o SRM

m Transfer files between the current version of HP-UX and either the
Integral Personal Computer or a 2.x version of HP-UX on the Series 200.
o BIF utilities

o terminal emulator running on the workstation, uploading or
downloading files

m Transfer files between a Series 300 HP-UX machine and a Series 500 7

HP-UX machine
o SDF utilities
o terminal emulator running on the workstation, uploading or
downloading files
o all the methods of transfer between two UNIX machines shown
above

File Protection

When each file in the file system is created, it is assigned a set of file protections
stored in the file permissions bits (often called the file’s mode). The file permission
bits determine which classes of users may read from the file, write to the file, or
execute the program stored in the file. Read, write, and execute permissions for a
file can be set for the file’s owner, all members of the file’s group (other than the
file’s owner), and all other system users. These three classes of users (user, group,
and other) are mutually exclusive—no member of one class of users is included
in any other class of users. When a file is created, it is associated with an owner
and a group ID. These values specify which user owns the file and which group
has special access capability.

The default permissions of a file are initially determined by umask, or by
parameters passed to creat, mknod, or mkdir, when the file is created. The
permissions may be changed with the chmod command. The permissions of the
file are represented as the binary form of four octal digits as shown in Figure 2-5.
The initial discussion deals with only the three least significant digits. When the
most significant digit is not specified, its value is assumed to be zero (0).
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Ignore File File's All

for now Owner Group Others
binary
execute execute execute
write write write
read read read
J \\ J U J J
— — — —
octal D D D D
where:
D=octal digit

Figure 2-5. File Permission Bits

Each octal digit represents a three-bit binary value: one bit specifies read
permission, one bit specifies write permission, and one bit specifies execute
permission. If the bit value is one, then permission is granted for the associated
operation. Similarly, if the bit value is zero, permission is denied for the associated
operation.

For example, assume a file’s permission bits are set to 754 (octal). Octal 754 is
equivalent to 111 101 100 binary. Using Figure 2-6, you can see that this grants
the owner of the file read, write, and execute permission. A file permission of
754 grants read and execute permission to all users who are members of the file’s
group. This includes any user (except the file’s owner) whose effective group ID
is equal to the ID of the file’s group, or whose group access list includes the file’s
group ID. A file permission of 754 grants read permission to all other system
users. The 11 command represents this as rwxr-xr--.

Note that if there are optional Access Control List (ACL) entries on the file, a +
is printed following the permissions. Also, by default, chmod deletes any optional
ACL entries. You can use the -A option to preserve them. For more information
on ACLs, refer to A Beginner’s Guide to HP-UX.
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File File's Al

Owner Group Others
binary 1 1 1 1 0 1 1 0 0
execute execute execute
write write write
read read read
. J N J U J
Y Y Y
octal 7 5 4

where:
D=octal digit

Figure 2-6. File Permission Bits of 0754
You can also use a symbolic mode to change permissions with chmod. To change
protections using the symbolic mode, type:
chmod who operation permission
where who, operation, and permission can be:
who u (user), g (group), or o (other)

operation + (add the following permission), - (remove the following
permission), or = (assign only the following permission—all other
permissions will be taken away)

permission r (read), w (write), x (execute), s (set owner or group ID), or t
(set sticky bit)

For example, to deny write permission to /users/bilbo/filel to the user group,
others, type:

chmod o-w /users/bilbo/filel

To make the same file executable for everyone, type:

chmod +x /users/bilbo/filel

Protecting Directories

Directories, like all files in the HP-UX file system, have permissions. The format
of a directory’s permission bits is identical to that of an ordinary file; however,
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the read, write, and execute permissions have a slightly different meaning when
applied to a directory.

m Read permission provides the ability to list the contents of a directory.

m Write permission provides the ability to add a file to the directory, rename
a file within the directory, and remove a file from the directory. It does
not allow a user to directly write the contents of the directory itself. This
capability belongs to the HP-UX system only.

m Execute permission provides the ability to search a directory for a file. If
execute permission is not set for a directory, the files below that directory
in the file system hierarchy cannot be accessed even if you supply the
correct path name for the file.

Setting Effective User and Group IDs

The section “IDs” earlier in this chapter discussed effective user and group IDs.
Through the use of user and group IDs, a file can be protected such that, when
executed, the process’s effective IDs are set equal to the file owner’s IDs. This
capability is specified through the most significant digit of the four octal file
protection digits. (Refer to the previous sections for a discussion of the three
least significant digits in the file protection bits.) The most significant digit is
represented by a three-bit binary value. When its most significant bit is 1, the
effective user ID of the process executing the file is set equal to the user ID of
the file’s owner. This bit is called the set user ID bit (suid). Similarly, if the
middle bit of the most significant octal digit is 1, then the effective group ID of
the process executing the file is set equal to the group ID of the file’s group. This
bit is called the set group ID bit (sgid).

If the sgid bit is on for an ordinary file, and the file does not have group execute
permission, then the file is in enforcement locking mode. Refer to the section
“File Sharing and Locking” later in this chapter, or to the lockf(2) entry in the
HP-UX Reference.

If the suid bit is on for a directory, the directory is hidden. A hidden directory
is part of the CDF structure used if you are running an HP-UX cluster. For
more information on CDFs, refer to the section in this chapter called “Cluster
Concepts”.
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For example, suppose that the file’s permission bits are 6754. The binary
equivalent of octal 6754 is 110 111 101 100. The meaning of these permissions is
illustrated in Figure 2-7 and explained in Table 2-2.

File File's All
Owner Group Others
binary 1 1 0 1 1 1 1 0 1 1 0 0
sticky
bit execute execute execute
set group ID write write write
set user ID read read read
. J \\ J \\ J \\ J
Y Y Y Y
octal 6 7 5 4
where:
D=octal digit

Figure 2-7. File Permission Bits of 6754
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Table 2-2. Explanation of File Permission Bits of 6754

Octal Binary
Digit Form Permission Meaning
1 set user ID | Effective user ID of the process executing this
file is set equal to the real user ID of the file’s
owner.

6 1 set group ID | Effective group ID of the process executing this
file is set equal to the group ID of the file’s
group.

0 sticky bit | The stick bit is discussed in the section that
follows.
1 read File owner may read the file.
7 1 write File owner may write to the file.
1 execute File owner may execute the file.
1 read Members of the file’s group (other than the file’s
owner) may read the file.

5 0 write Members of the file’s group (other than the file’s
owner) cannot write to the file.

1 execute Members of the file’s group (other than the file’s
owner) may execute the file.
1 read Any other user may read the contents of the file.

4 0 write Other users cannot write to the file.

0 execute Other users cannot execute the program

contained in the file.
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The Sticky Bit

Although the sticky bit can be set for all programs, setting the sticky bit affects
a program only if it vs shared (refer to the section on “Memory Management”

discussed later in this chapter). The following discussion assumes that all files
marked sticky are also shared.

The least significant bit of the upper octal digit is called the sticky bit. If the
sticky bit is set and the program is executed, the data structures and swap space
associated with the shared text is not released when the program terminates.
This reduces start-up time if the program is executed again. Once a program
is in the swap area (via the sticky bit), it can be removed onlyby changing the
file’s permissions such that the sticky bit is no longer set, then executing (and
terminating) the program again.

Only the superuser can set the sticky bit.

File Sharing and Locking

In a multi-user, multi-tasking environment such as HP-UX, it is often desirable to
control interaction with files. Many applications share disk files, and the status of
information contained in them could have serious implications to the user (such
as lost or inaccurate information).

For example, imagine we are responsible for maintaining on-line technical reports
for a myriad of projects, and we have many different people who must have
simultaneous access to these reports. The content of a given report at a given
time could significantly affect a company decision, and so we want a way to
control how records are accessed.

One potential problem could arise if one person (let’s call him George) adds to
or modifies information in a report while someone else (Sarah) is working on it.
Sarah is unaware of changes that George has just made in the report. And once
she is done, Sarah overwrites the information George added. The result is that
we have lost all of George’s information, and when Sarah added data she was
unaware of information which could have been pertinent.

Advisory Locks

A solution to this common problem of file sharing is called file locking. On your
Series 300, file locking is done with the lockf or fcntl system calls, and it
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handles two modes of functionality. Advisory locks are placed on disk resources
to inform (warn) other processes desiring to access these same resources that
they are currently being accessed or potentially being modified. Advisory locks

are only valuable for cooperating processes which are both aware of and use file
locking.

In our example, the programs used to access the on-line technical reports could
use advisory locks. When George begins to work on the FubNibWitz project his
program could call lockf and set an advisory lock. A few minutes later when
Sarah tries to access records in the FubNibWitz report, she would get an error
message informing her that the report is busy. Her program could wait until
George is done and then access the report, by virtue of doing a call to lockf.

Enforcement Mode

Even if we use advisory locks in our example, Sarah would still be able to
overwrite the FubNibWitz report if she uses commands or utilities which don’t
check for advisory locks. She needs some way to insure that no records are
written until George is done with the report. HP-UX does this with enforcement
mode. When a process attempts to read or write to a locked record in a file
opened in enforcement mode, the process will sleep until the record is unlocked.
Enforcement mode can only be used on regular files.

Enforcement mode is enabled when the set-group-id bit (sgid) is set while not
having the group execute bit set. For example, if we opened a file which normally
has its file permission bits set to 644, a long listing of the file would look something
like:

-rw-r--r-- 1 George LubHood 512 May 7 16:11 FubNibWitz
Enforcement mode could be turned on by typing the following command:

chmod g+s FubNibWitz

This command would turn on the sgid bit resulting in file protection of 2644.
Enforcement mode could also be turned on from a program with the chmod system
call. After enforcement mode is enabled, a long listing would show:

-rw-r-Sr-- 1 George LubHood 512 May 7 16:11 FubNibWitz

By now using enforcement mode, George could prevent Sarah from overwriting
his changes, and Sarah would have the data which George has added.

System Management Concepts 2-39



Caution It is possible to cause a system deadlock in enforcement mode. By
calling the wait or pause system calls immediately after locking
a record, the locking process could hang one or more processes
which attempt to access the locked record.

When attempting to access a file which is locked under enforcement mode, your
shell sleeps until the file is released. This provides a means for one script to control
execution of another, separate, script. Be careful when doing this, because as just
noted a system deadlock is possible.

Locking Activities

All file locking is controlled with the lockf or fcntl system calls. There are
essentially four activities which lockf controls:

m Testing file accessibility by checking to see if another process is present
on a specific file record.

m Attempting to lock a file. If the record is already locked by another
process, lockf will put the requesting process into a sleep state until the
record is free again.

m Testing file accessibility, locking the record if it is free, and returning
immediately if it is not.

m Unlocking a record previously locked by the requesting process.

When the locking process either closes the locked file or terminates, all locks
placed by that process are removed. For more details on how specific locking
activities work on HP-UX, refer to the lockf(2) and fentl(2) sections of the
HP-UX Reference manual.

The File System Buffer Cache

Program code and the data which it uses must be transferred from disk into main
memory before it can be executed. The manner in which code is transferred
depends on the attributes of the code and the manner in which the code is
executed. The file system buffer cache is used for all file system I/O operations,
plus all other block I/O operations in the system (for example exec, mount, inode
reading, and some device drivers).
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The file system buffer cache is a collection of one or more buffers which the system
uses as a temporary holding place for code/data being transferred between the
file system and user’s main memory. The number of buffers in the cache is
determined when you power up your system, and is based upon the amount of
available RAM (refer to the nbuf entry in Appendix D). As the code and data are
moved into the buffer cache, the system copies the information from the buffer
cache into user’s main memory. If a user requests information that is already in
the buffer cache, the information is copied from the cache to user’s main memory,
eliminating the I/O operation to bring it in from the file system disk.

The primary benefit of the buffer cache is faster transfers of data from the file
system to the user address space. Transferring information from the buffer cache
to the process’s executing space in main memory is much faster than transferring
information from the file system on the disk. Thus by increasing the size of
the buffer cache, more information can be held in memory and the apparent
system response time improves. However, memory used by the system cache is
unavailable for other uses, such as executing processes. When the file system
buffer cache exceeds a certain size, system performance begins to decrease since
less memory is available for other system functions.

A major factor in determining the size of the file system buffer cache is the amount
of memory in the system. By default, the system chooses a reasonable buffer cache
size based on the available memory in the system at powerup. You can alter
the default size by changing the nbuf system parameter (refer to “Configuring
Operating System Parameters” in Chapter 6).
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Magnetic Tape

Since computers are sometimes used to process massive amounts of data, there
must be a way to store large files on-line. Applications such as atmospheric
studies which, minute by minute, record megabytes of information and then sort
it out, require cheap media on which to store data. Even with the advent of

larger capacity hard disk drives, they are still too small and far too expensive for
such purposes.

Perhaps the closest to an industry standard for mass media, 9-track ( 1/2 inch)
magnetic tape serves as a low cost, high capacity media to store information.
And beyond this, magnetic tape is also the most interchangeable media between
different hardware and operating systems.

In addition to 9-track tapes, Hewlett-Packard manufactures a series of 1 /4-inch
data cartridge tapes which are used for the installation and updates of HP-UX
on the Series 300. The cartridge tapes can also be used for inexpensive backups.
These data cartridges, model HP 88140, have most of the benefits of 9-track
magnetic tape but are cheaper and easier to handle. However, they don’t offer
the same level of data interchange between non-HP-UX machines as the 9-track
tapes.

Magnetic Tape Definitions

Here are some common terms and concepts used in the discussion of magnetic
tape. Consider them required reading if you use magnetic tape.

Coding

Tape is recorded in several ways. Older systems use Non Return to Zero
Immediate (NRZI) coding, and record with a tape density of either 200, 556,
or 800 bpi (bits per inch). Newer tapes use Phase Encoding (PE) and record at
1600 bpi, or they use Group Coded Recording (GCR) and record at 6250 bpi.
There may be other forms of coding as well, but these are the most common.
The HP 7971 supports a density of 1600 bpi, the HP 7974 and HP 7979 support
both 1600 bpi and (optionally) 800 bpi, and the HP 7978 and HP 7980 magnetic
tape drives support a density of 1600 and 6250 bpi.

The higher the density, the more information can be stored on a tape. On a 2400
foot tape, an HP 7974 at 800 bpi can only store 22 Mbytes of data, at 1600 bpi

2-42 System Management Concepts



the HP 7974 can store 43 Mbytes, while an HP 7978 storing at 6250 bpi can write
up to 140 Mbytes of data to a tape at a rate of up to 16 Mbytes per minute.

bpi

The most common measure of tape density, bpi is an abbreviation for bits per
inch.

Cyclic Redundancy Check

When writing a tape, a number of frames are written by the drive in a single
transaction. This collection of frames is called a record. Part of the record, but
invisible to the user, is a cyclic redundancy check (CRC). The CRC is recorded as
some additional frames on the tape. There is a very short blank section between
the true record and the CRC. Following the CRC is a nominal 1 /2 -inch gap of
unrecorded tape, known as the inter-record gap or IRG. The next record follows
the gap. If either the frame parity or the CRC is incorrect when the tape drive
reads the tape, an error is generated by the drive. Newer formats (1600 bpi and
above) generate a preamble and postamble to help synchronize the read logic.

End of Tape

There is both a logical end of tape (EOT) and a physical EOT (see Figure 2-8).
Logical EOT is two consecutive file marks. Physical EOT is a foil mark about
25 feet from the end of the reel. Pre-5.0 drivers (Series 200 only) handle physical
EOT differently than post 5.0 drivers. (Refer to the discussion on pre-5.0 drivers
later in this chapter.)

Note that the distance between the EOT detector and the read/write head may
vary among different model tape drives. So, one drive may return an EOT
indication associated with the 1000th record on the tape, while another drive
may return an EOT indication with the 999th or the 1001st record. For small
records this variation may be large; for large records this variation is probably
small.
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Figure 2-8. Magnetic Tape Format

File Marks

A file mark is a special type of record that can be written to the tape. A file mark
is recognized by the drive and reported as a boolean condition during reading. It

is not possible to write a file mark as ordinary data; it requires a special command
to the drive.

Single file marks are used to separate logical files on tape. Two consecutive file
marks are used to signify the logical EOT. Data is undefined past the logical
EOT.

Foil Mark

A foil mark is a short piece of silver tape that is placed on one edge of the tape
on the non-recorded side. Both the load point and the physical end of tape are
marked by a foil mark. Both marks are placed by the tape manufacturer.

Load Point

The load point, or beginning of tape, is a foil mark placed about 10 feet from
the beginning of a tape. When you load a tape (put the tape in the drive, and
press “load”), the drive searches forward until the load point is found and placed
under the sensor. The first write is then treated specially: several inches of tape
are skipped and then, when using PE or GCR formats, a special burst of data
is written to the tape (which is invisible to the user). This is the identify burst.
Data is recorded after the identify burst in the usual way. The first read expects
the identify burst, and quietly skips over it. Some smart drives, such as the

HP 7978, can determine the tape density from the identify burst (1600 and up).
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Magnetic Tape (Magtape)

Magnetic tape is a media similar to an everyday home cassette tape, used to store
digital information. All standard magtape is 1 /2 -inch wide, and comes in three
sizes: 600, 1200 and 2400 foot reels (for a rule of thumb, a 2400 foot reel is about
1 foot in diameter). The size of the reels, hubs, tape width and other mechanical
properties are all specified by ANSI standard.

Operations

Several operations that a tape drive can be expected to perform are to read and
write to the media, rewind to the load point, forward or back space one record,
and forward or back space to the next file mark. A variation on the theme of
rewind is to unload where the tape is rewound and taken off line. Some tape
drives actually rewind the tape out of the threading path; others simply set an
interlock that requires manual intervention to release the tape.

Records

A series of frames written to the media is known as a record. The physical record
size is variable. The maximum limits on record size range from 16 Kbytes to 60
Kbytes, depending upon the tape drive. Beyond these limit, the drive rejects the
request and there are no write/read retries. The maximum record sizes are:

HP 7971 1600 bpi—32 Kbytes

HP 7974 1600 bpi—16 Kbytes
800 bpi—16 Kbytes
HP 7978A 1600 bpi—16 Kbytes
6250 bpi—Kbytes
HP 7978B 1600 bpi—32 Kbytes
6250 bpi—60 Kbytes
HP 7980 1600 bpi—

6250 bpi—64 Kbytes

Tape Density

The measure of the amount of information which can be stored in a given area
of tape is known as tape density. Bits per inch (bpi), a common measure of
tape density, is the number of bits per track, recorded per inch on the tape. For
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9-track tape, eight data bits and one parity bit are written across the width of the
tape simultaneously. Thus for 9-track tape, bpi is synonymous with characters
per inch (cpi). One of these characters is sometimes called a frame.

Tracks

When digital information is written to a tape, it is written in a series of tracks
(a lot like an 8-track car stereo). Most magtape today is written in a 9-track
format. Older systems often wrote only 6 tracks plus a parity bit, resulting in 7
tracks.

Write/Read Errors

Tape, in its usage for long-term archive and data interchange, is somewhat more
prone to error than disks. When your tape drive is reading from, or writing to, a
tape and it detects an error, the normal procedure is to backspace the tape over
the record and retry the tape operation. An error message is reported to the user
only after the driver gives up. Many more tape errors are caused by dirty tape
heads than by real recording errors, so you should periodically clean your tape
drive as outlined in its service manual.

Tape drives do a form of reading-while-writing, and if the data is not properly
recorded, an error will be detected. The normal procedure is to backspace and
retry writing the record once, and if that fails, to backspace, write a long gap
and try again on a section of tape farther down. A long gap is several inches of
erased tape. That’s why we said an IRG is “nominally” 1 /2 inch long.

Write Ring

On the back of the reel there is a removable soft plastic write ring. Every magtape
drive has a sensor mechanism to detect the presence of this ring. When a ring is
present the tape can be written to by the host, and cannot be written when absent
(it is write protected). Normally, once a tape is written, the ring is removed and
left out indefinitely except when being rewritten.
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Preventive Maintenance

There are several maintenance procedures for tape. A tape can be completely
erased (degaussed), or the beginning of the tape can be discarded and a new load
point put on (stripped). There is also a tape cleaning and certifying machine
that will knock off any loose oxide and check that the tape will record properly
over its full length (certified). This always makes any data on the tape unusable.
Commercial shops certify their tapes fairly often, and discard them if they get
too short or fail to certify. It is also an excellent idea to clean the tape head

and guides of your drive periodically as they tend to accumulate loose oxide and
other crud.

Tape Streaming

The HP 7971 transfers data to and from your Series 300 with very little buffering
between your computer and your drive’s read/write head; the drive must stop
the tape between records, and wait for the next record. HP 7971 is called a
start/stop tape drive, and is designed to stop and restart the tape fairly quickly.

The HP 7974, HP 7978, and HP 7980 are streaming magnetic tape drives.

A streaming magnetic tape drive is designed to move continuously, reading data
from a buffer or writing data to a buffer, not stopping between records like
start/stop tape drives do. Streaming increases the rate at which a tape drive can
write data onto tape. Before a tape drive can write data onto a tape, the drive
read/write head must be positioned at the proper place on the tape, and the tape
must move across the head at the proper speed. After writing a record on the
tape, if a streaming drive has already received the data for the next record from
the computer, it can continue to move the tape across the head without slowing
down to write the next record.

If the drive has not received the data for the next record after writing a record
on the tape, then the drive must reposition the tape. This involves stopping the
forward motion of the tape, backspacing the tape to some point preceding the
beginning of the next record to be written, stopping the tape, and waiting for
your computer to send the data for the next record. The average data transfer
rate 1s much higher when the drive streams than when it repositions, especially
for the HP 7978. The HP 7974 supports both a start-stop and a streaming mode.
The HP 7978 supports only a streaming mode. Both drives are much faster than
the HP 7971 when they stream. When they do not receive data fast enough to
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stream, the HP 7974’s performance is similar to the HP 7971; the HP 7978 and
HP 7980 are much slower.

Immediate Response

To help your computer send data fast enough to permit the drive to stream, the
HP 7974, HP 7978, and HP 7980 support immediate response mode. Ordinarily
the actions of your computer and the drive are serialized. Your computer sends
data to the drive. Then the drive writes the data to the tape. After the data is
written, the drive returns status information to the host indicating whether the
write succeeded or failed. When immediate response is enabled the drive returns
status before it writes the data to the tape.

This is accomplished by the drive buffering the data it receives from your
computer in high speed memory which is built into the drive. The transfer rate
between the host and this buffer memory is much faster than the transfer rate
would be if the drive transferred the data directly to the tape. Because the drive
returns status to your computer very quickly, the host’s and the drive’s activities
overlap, so the average transfer rate to the drive has a much better chance of
being fast enough to permit the drive to stream. Even when the drive has to go

through a reposition cycle, it can still be buffering additional records from the
host.

Even with immediate response enabled, the HP 7974 and HP 7978 tape drives
typically don’t stream continuously because the programs running on the Series
300 don’t collect their data from the disk fast enough to supply it to the tape
drive. However, they still perform faster than the HP 7971 stop/start tape drive.

An identical concept applied to CS/80 cartridge tape is referred to as immediate
report.

Pre-5.0 Drivers

Drivers in the HP-UX versions before 5.0 treat records written across or beyond
the physical end of tape mark differently. The older version of the HP 7971 device
driver reports an error on read or write if a record crosses physical EOT. When
writing on multiple reels, the old driver will finish writing the record, but since
writing that record generated an error, the application (for example, cpio) will
re-write the record on the next tape. The record that crosses physical EOT is
called a phantom record; though the record is written at the end of one tape, it
is written again at the beginning of the next tape. Reading the phantom record
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also generates an error; applications using the pre-5.0 drivers will receive a read
error, and will not use the phantom record.

5.0 and later Drivers

As of version 5.0 of the Series 300 HP-UX kernel, the HP 7974 and HP 7978
drivers support immediate response mode by default. For single-reel magtape
archives, the only consequence of this change is that the drive streams more when
1t writes, and so it writes faster; you can still interchange tapes between older
driver versions and the current drivers. For multiple-reel magtape archives, the
consequence of this change is that you can no longer interchange tapes between
older and current drivers without setting a compatibility mode bit (refer to
“Backward Compatibility” below). Without compatibility mode, the phantom
record of the older multiple-reel archive will be read from both tapes on drives
using immediate response. In particular, cpio from one version will not correctly
read multiple tapes created from the other version.
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Backward Compatibility

As of version 5.0 of HP-UX, the HP 7970, HP 7974, and HP 7978 drivers support
a non-default old (2.x) compatibility mode which the user may select by setting
the third least significant bit in the device file minor unit number (that is,
0x000008). In this mode these drivers can read and write tapes with older end-
of-tape semantics. The only time you need to set the compatibility mode bit is
when you are reading pre-5.0-written tapes with a current driver, or when you
are writing a tape with a current driver to be read by an older driver. When the
compatibility mode bit is set, the HP 7974 and HP 7978 will have a slower writing
rate. The reading rate is unaffected. The Series 00 Configuration Reference
Manual has a description of all the bits in the tape drive minor number.

If you are sure you have a tape written by a Series 200, pre-5.0 driver, then you
may have the phantom record. The only way you could have a phantom record
is if you wrote the tape using an HP 7971 driver, version previous to 5.0. If you
delete this phantom record, you will no longer need to run your current driver in
compatibility mode.

Note Before you try to delete the phantom record, make sure you have
the phantom record.

As an example, if you have only one file, and it crosses over more than one tape,
then to delete the phantom record load the tape and type in the following (each
line has a “#” followed by a description of what’s happening):

mt rew # rewind the tape
mt fsf # skip past the first file marker
mt bsr 2 # backspace over the first file marker and the
# phantom record
mt eof 2 # write a new logical EOT (new double file mark)
mt rew # rewind the tape
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Optical Technology

Rewritable Optical

Traditionally, mass storage solutions have fallen into one of two categories—
primary or secondary storage. Primary storage is typically one or more fixed
magnetic hard disks. It is fast, random-access storage with moderately high
capacity and is used as the online system disk.

Primary storage is used to store applications, heavily accessed databases, or files
on which you are currently working and using extensively. It is also used for
applications needing virtual memory, fast data processing, report generation,
and complex calculations.

Secondary storage has consisted of one or more offline storage devices—usually
a 1/4-inch or 1/2-inch tape drive, or a flexible disk drive on smaller systems.
These devices are used primarily to back up the system disks and are also
used for logging transactions, distributing software, archiving historical data,
and exchanging data between systems.

There’s a gap between primary and secondary storage in terms of access time
and cost per megabyte. Average access time for hard disks is measured in tens of
milliseconds. Access time for information on tapes is measured in tens of seconds
for a mounted tape, minutes to hours for a tape in the library. The cost of
magnetic disk storage is a few dollars, while tape storage costs a few cents per
megabyte.

Rewritable optical fills this gap. With an average access time in the .1- to 10-
second range, and a cost of a few cents per megabyte more than tape storage,
optical drives create a new layer in the storage hierarchy called Direct Access
Secondary Storage (DASS). Figure 2-9 illustrates this concept.
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Figure 2-9. Direct Access Secondary Storage

Why Use Rewritable Optical?

Rewritable optical technology has many strengths. The disks are more durable
than other media, have greater storage capacity, are more reliable, are removable,
and cost far less per megabyte than magnetic disks. Rewritable optical disks are
good when you need direct access to a large amount of traditionally “offline”
information such as archival or backup files.

The major disadvantage of optical drives is an access time slower than that of
hard disks. Due to the weight of the optical head, with its laser, lenses, and
mirrors, today’s access times for optical disks are 2-5 times slower than high
performance magnetic hard disks. Therefore, the optical autochanger would not
be good as a hard disk replacement.
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Hewlett-Packard’s Rewritable Optical Products

The Hewlett-Packard rewritable optical products! range from a standalone drive
for small systems to an autochanger multi-disk setup for large systems and

networks. The following products are supported on HP-UX 6.5 and subsequent
releases of HP-UX.

HP Series 6300 Model 650/A - Optical Disk Drive

The Model 650/A is a stand-alone rewritable optical disk drive. It uses 5.25 inch
(130 mm) magneto-optical disks (a type of rewritable optical technology and
complies with the continuous composite (C*C) format. One optical disk holds
650 Mbytes of data (325 Mbytes per side). However, because there is only one
read/write head assembly in the drive, you must eject the cartridge and flip it
over to access the second side.

Using a 2400-rpm rotational speed, the Model 650/A achieves a data transfer rate
of at least 340 Kbytes per second. It connects to the host system with a SCSI
interface and can be accessed by SCSI commands as a conventional magnetic disk
drive.

You can use an optical disk drive like any other disk drive. You can rewrite
data an unlimited number of times and can store the disks for at least 10 years
making data storage worry-free. Unlike 1/2-inch tape that you must re-tension
to keep archived files readable, MO disks are maintenance-free and very durable.
In addition, because of their small size MO disks require less storage space than
1/2-inch tapes.

While Hewlett-Packard intends to commercially release rewritable optical prod-
ucts, HP reserves the right at any time not to release the products or, even if
released, to alter prices, features, specifications, capabilities, functions, release
dates, general availability, or other characteristcs of the product.
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Optical Disk Drive Guidelines

The Model 650/A can be used as a temporary or emergency boot device. If you
use the optical disk drive as a boot device, you must insert the disk before you

turn on the system, and you must not remove the disk until after you turn off
the system.

If you use the optical disk drive as a part of your mounted file system, do not
eject the disk until you have unmounted it.

HP Series 6300 Model 20GB/A - Optical Autochanger

The Model 20GB/A Optical Autochanger is a device which allows automatic,
convenient access to a vast amount of information. The autochanger can have
a library of up to 32 magneto-optical disks, offering a total capacity of 20.8
gigabytes.

The optical autochanger consists of several elements: one or more optical drives,
slots to store the 32 disks, a mechanical picker, and a mailslot which lets you
insert and remove disks.

Within the autochanger cabinet the mechanical picker, guided by the host
computer, selects, moves, rotates, and inserts disk cartridges into the drive
mechanism(s). The mechanical picker rotates and flips the disk because the drive
is single-sided and the disk is double-sided. Figure 2-10 illustrates the optical
autochanger concept.

Since the drive(s) are the same as in a Model 650/A, you can use the disk in
either of the two devices.
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Figure 2-10. HP Series 6300 Model 20GB/A
- Optical Autochanger

Optical Autochanger Guidelines

Each of the 64 surfaces in the autochanger (32 disks, double-sided) is treated like
a hard disk. A surface can hold a file system, can be stored to and rewritten like
a hard disk, has a device file associated with it, and can be accessed with the
same HP-UX commands as a magnetic disk.

While each surface on the disk is treated like a magnetic disk, the optical
autochanger is not a hard disk replacement. With this in mind, follow these
guidelines when using an optical autochanger:

m Do not use the optical autochanger as a boot device.

Do not use any surface in the optical autochanger as the boot device. It
is not supported as a boot device.

m Do not use the optical autochanger’s surfaces for swap space.
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Do not put swap space on any surface in the optical autochanger. Swap
space is not supported.

m Do not put directories that are on optical autochanger disk surfaces in
your search path. This could cause performance delays.

Note that you can define the path environment variable in a local
environmental shell script or in an automatically-executed shell script
such as /etc/profile or /etc/csh.login.

m Tips on mounting surfaces:
o Minimize the number of surfaces mounted for writing.

m If the system’s power fails, all mounted surfaces will require
a file system check (fsck). The time required to check the
file system if you have many optical disk surfaces mounted
could be excessive.

m If you mount many surfaces readable/writable, the syncer
process calls for more disk exchanges which decreases
performance.

o You can have as many read/write surfaces as you want; however,
you should minimize the number of mounted read/write surfaces.
This helps insure the product’s stated performance quality.

To get started, mount just two surfaces as read /write (the default).
Mount the remaining surfaces as read-only using the -r option to
the mount command.

o Although you can mount surfaces anywhere in the file system, for
best performance you should mount no more than one surface in
any branch of the file tree. Additional disk exchanges will result
when traversing these paths.

o Do not put surfaces in /etc/checklist.

This slows the booting process considerably since each surface
must be exchanged to be mounted and possibly file system checked
(fsck). A better strategy is to write a script to mount surfaces
after the system is booted. This way, activity on the rest of the
system can proceed while the surfaces are being mounted.
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m If you have a one-drive optical autochanger system, don’t copy large files
straight from side A to side B of the same disk. This procedure requires

many exchanges. Rather, copy the file intermediately to the hard disk
and then to the other surface.
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Memory Management

Overview

Series 300 computers use demand paged virtual memory management to allow the
user process’s logical address space to be larger than the actual physical memory.
The Series 300 Model 310, equipped with the Motorola 68010, supports a logical
address space of 16 Megabytes. Other Series 300 models use the Motorola 63020
processor and allow the logical address space to be as large as 4 Gigabytes.

The demand paged virtual memory management subsystem manages three types
of resources: the logical address space, the physical memory, and the swap space.

This section provides information on how logical address space, physical memory,
and swap space are managed. It is not intended to be a tutorial on virtual memory
or HP-UX processes. The system parameter’s default settings for demand page
virtual memory management will support a broad range of users’ applications
and HP-UX utility programs.

Two major features of Hewlett-Packard’s demand paged virtual memory man-
agement on the Series 300 computers are:

m HP series 300 computers use a Memory Management Unit (MMU) to
provide protection against illegal accesses in a multi-tasking environment.
The MMU also supports mapping between logical address space and
physical memory at the page level. This means that protection and
sharing is possible at the granularity of a page.

m Series 300 computers uses both a paging and a swapping mechanism to
manage memory resources. A system process, known as the pageout
daemon, tries to maintain the number of free pages of memory above a
threshold. When the system is heavily loaded and the pageout daemon
can’t keep up with the memory demand, the swapping mechanism is
enabled. The swapping mechanism selects and swaps entire processes
to secondary storage; this will free memory.
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Besides providing the fundamental support for virtual memory, the Series 300
computers provide several other important features:

m Series 300 computers have shared memory for high bandwidth interpro-
cess communication (refer to shmget(2), shmat(2), and shmctl(2)).

m Series 300 computers provide device mapping for mapping physical
addresses into logical address space. This allows direct access to I/0
devices (refer to tomap(7) and graphics(7)).

m Series 300 computers provide process locking for locking all or part of the
user process space for real time application needs (refer to plock(2)).

Logical Address Space Management

Logical address space management defines and controls the user process’s
structure. Each process that executes in the Series 300 computer consists of
three logical segments:

m the code segment
m the data segment
m the stack segment

The Series 300 computer supports three execution formats:

m The normal format where the code segment is neither write-protected nor
shared (-N option of 14d).

m The shared format where the code segment is both write-protected and
can be shared by more than one process (the 1d default).

m The shared and demand load format where the code segment is write-
protected and shared, and the entire file is demand loaded (-q option of
1d).

Each of the three segments (code, data, and stack) is divided into equal size
pages. The page size is 4 Kbytes. Demand loading means individual pages are
brought into memory from the file system only when the information in the page
is referenced. More details about shared and demand load characteristics and
trade-offs will be discussed in later sections.
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The code segment starts at logical address zero, followed by the data segment.
The data segment can be dynamically expanded into higher addresses as required
by a program’s run time logic (using, for example, brk and malloc). The stack
segment is mapped near the top (high address) of the logical address space.
The system allocates stack towards the lower addresses if the process requires
additional stack space to execute. The area at the top of the user logical address
space Is used by system overhead.

The code, data, and stack segments are limited by three configurable system
parameters:

System

Parameter Use Default
maxtsiz |Limits the size of the code segment. 16 Mbytes
maxdsiz |Limits the size of the data segment. 16 Mbytes
maxssiz |Limits the size of the stack segment. 2 Mbytes

These parameters are configurable using the config command (refer to “Config-
uring Operating System Parameters” in Chapter 6).

Shared memory segments can be attached (placed) between the data, and the
stack segment using shmat. The configurable system parameter, shmseg, limits
the maximum number of shared segments that can be attached to a process
(default value is 10). The configurable system parameter, shmmaxaddr, gives the
maximum address shared memory can be attached (default value is 16 Mbytes).
Both of these parameters can be configured using conf ig.

To prevent segments from overwriting each other, the system does not allow them
to overlap. The upper limit of the data segment is the same as the address where
the shared memory segment is attached. The lower limit of the stack address
is set to be the address where the shared memory segment is attached, plus the
size of the shared memory, plus a proper alignment. If the sbrk or shmat system
calls, or stack growth, were to cause the segments to overlap, the user would
either receive an error (such as ENOEM) or the user process will be killed.
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Figure 2-11 illustrates the physical layout of the user process logical address

space.
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Figure 2-11. User Process Logical Address Space
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Physical Memory Utilization

The maximum amount of physical memory you can install on your Series 300
computer is 7 1/2 Megabytes for Models 310 and 320, 4 Mbytes for the Model
318, 16 Mbytes for the Model 319, 8 Mbytes for the Model 330, and 32 Mbytes for
Model 350. The minimum amount of RAM required for a non-networked single-
user Series 300 HP-UX system is 2 Mbytes. The minimum amount of RAM for
a Series 300 acting as the root server for an HP-UX cluster is 3 Mbytes. As
more users are added on a multi-user system, more memory may be required
for adequate performance. The computer’s performance will also depend on the
applications you run and on the peripheral devices attached to the system.

At powerup the system determines physical, available, and lockable memory:

physical
memory

available
memory

The system displays the amount of physical memory on the
system console as “real mem = xxxxxxx”.

HP-UX reserves part of this memory for use by the operating
system code and its associated data structures; this part of
memory is not pagable. The remaining physical memory is
available for use by user processes.

The system displays the amount of available memory on the
system console as “avail mem = xxxxxxx”.

The number of kernel device drivers and the size of various
kernel data structures can be reconfigured using config to in-
crease/decrease the user available memory. For example, a larger
value of nproc means the user process kernel data structure must
be larger. Changing configurable system parameters is discussed
in “Configuring Operating System Parameters” in Chapter 6.
Note that this is available memory in the computer, not avail-
able free space on the file system. You can see the amount of
free space in the file system by using the df command.
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lockable The system displays the amount of lockable memory on the
memory console as “lockable mem = xxxxxxx”.

All or part of available memory can be locked by a subsystem,
or by user processes using plock or shmctl intrinsics.

Locked memory cannot be paged; if most of the available memory
is locked the system may deadlock. Some unlockable memory
must be available to prevent deadlock. The system parameter
unlockable_mem reserves the amount of memory that cannot be
locked. You can uise config to set unlockable_mem. The default
value for unlockable memory is 100 Kbytes.

The available memory minus the memory locked by subsystems or user processes
is the memory that is actually available for virtual memory system usage.

As noted in the “Overview” part of this section, when the pageout daemon fails
to keep up with the memory demand, the swapping mechanism will be turned on
to select and swap some processes out to free memory. When swapping starts, the
system performance is degraded. If this happens often, perhaps more physical
memory should be installed. To find out if processes are swapped out use the ps
command with -1 option.

Swap Space Management

Swap space is a contiguous area on the secondary storage, usually a disk drive,
reserved for use by demand page virtual memory management. This section
explains some of the swap space concepts required to determine the amount of
swap space required by your system. If you are running an HP-UX cluster, you
should also review the concepts in the section called “Cluster Concepts”.

The virtual memory management system keeps an image copy of all existing
processes and shared memory objects. Swap space is separate from the file
system. Series 300 computers support both single and multiple swap devices. The
multiple swap device mechanism allows the swap space to be present on several
disk drives for ease of expanding the swap space. Also, if your applications require
above average number of I/O operations, multiple swap devices may increase
throughput. This is especially true with HP-UX clusters.
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At powerup the size and location of the swap space on each swap device is
displayed in 512 byte blocks. “start — xxxxxx” indicates the swap space’s starting
disk block number and “size = xxxxxx” indicates size of swap space.

Swap space holds an image of code, data, stack, and shared segments. The storage
size for each of these process segments is limited by the swap space. When any of
those limits is exceeded the system either returns an error (such as ENOMEM)
to the user process or kills the user process.

The default settings of the Swap space system parameters allow the image on the
swap space for each of the code, data, stack and shared memory segments to be
as large as 20 Mbytes. These settings are bigger than necessary for the Model
310, but since they do not actually consume any extra resources, they are set to
be the same for all Series 300 systems.

If these default settings are too small for your application program, you can
change them using config and Table D-1 in Appendix D of Volume 2. Refer
to the “Configuring Operating System Parameters” section in Chapter 6 and
Appendix D for more detail.

Two of the operating system parameters you may change are dmmin and dmmax.
Bigger values of dmmin and dmmax will result in more fragmentation in the swap
space. Do not reconfigure these value to be bigger than the default settings unless
it 1s necessary to support large applications.

The space for the entire image of every existing segment is allocated on the swap
space; therefore, swap space must be large enough to hold all segments of all
existing processes. If there is not enough swap space, the system will either
return an error (such as ENOMEM) for some system calls, or it will kill the user
process. If you need more swap space, you can add more swap devices or you
can rebuild the file system and reserve more swap space on your existing swap
device. Use the procedures in “Configuring Swap Space” in Chapter 6 to create
more swap space.

If you have an HP-UX cluster, you must have enough swap space on your root
server to accommodate the sum of swap requirements of all diskless cnodes
swapping to the root server.

In an HP-UX cluster, cnodes that swap from the root server will adopt the same
values for dmmin and dmmax, regardless of the values they have configured into
their kernels. Cnodes that swap locally use the dmmin and dmmax values configured
into their kernels.
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The exec system call uses an area at the beginning of the swap space for a
scratch area. While overlaying the old process image with the new process image,
exec uses the scratch area to temporarily hold the arguments and environment
variables. The size of the scratch area is determined by the configurable system
parameter argdevnblks. The default size is 256 Kbytes. The size of the scratch
area must be taken into consideration when reconfiguring swap space. Refer to
the section “Determining the Amount of Swap Space Needed” in Chapter 6 for
details on how to compute the swap size.

Shared Code

Often, several processes want to run the same program simultaneously (such as a
text editor program). If the program is not shared, then each process running the
program has a copy of the program’s code and data. If the processes share one
copy of the code, the amount of memory required for each user’s process space
dramatically decreases.

The term shared code describes user code which is loaded into the user text area.
When a process executes shared code, it is directed to the copy of the code in the
user text area. If the shared code is not yet loaded (no other process is currently
accessing the code), the code is first loaded into user text area before the process
begins execution. Only one copy of the code exists in memory regardless of the
number of processes running the program.

The system knows how many processes are accessing shared code by maintaining
a count (called the use count) of the number of processes accessing the code.
When a shared program is loaded into the user text area, the use count for the
program is set to one. When the process finishes executing the code, the use
count is decremented.

For example, suppose that the text processor program ed is marked “shared”.
When a process first executes ed, its code segments are loaded into the user
text area and its use count is set to one. Suppose that while the first process is
executing ed, another process executes the ed program. Since the code already
resides in main memory, no additional memory is allocated. The new process
simply executes the copy of ed’s code that resides in main memory; its use
count is incremented from one to two. The first process now finishes editing and
terminates the ed program. The system decrements the use count of ed’s shared
code. Since the use count is not yet zero, the shared code remains in memory.
Finally, the second process finishes editing and terminates the ed program. The
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system decrements the use count of ed’s shared code segment and, finding its value
to be zero, releases ed’s shared code data structure and its associated physical
memory and swap space.

The shared text “image” can be swapped in or out (between memory and disk)
like any other user process segments. Refer to ld(1) and chatr(1) for information
about making programs shareable or shareable and demand loadable.

Shared Code and the Sticky Bit

If the sticky bit is set on a file containing shared code, then when the last process
accessing the shared code terminates, the memory associated with the code is
freed but the code still resides in the swap area.

For example, suppose that the code of the text editor program ed is marked
“shared”. Also suppose that the file in which ed resides has its sticky bit set.
If two different processes execute the ed program and then terminate, the same
actions occur as previously described (under the “Shared Code” heading above)
with one exception: when the use count drops to zero, the swap space allocated
for the ed program is not released (that is, it is not freed for other uses).

To release shared, “sticky” code, a superuser must change the protection/access
bits on the file such that the sticky bit is no longer set. Before the swap area is
released, the use count must drop to zero after the sticky bit is cleared.

Shared Code: Benefits vs. Cost

Shared code significantly reduces the amount of memory required for user process
space when multiple processes are executing the same program. The only cost
is the size of the data structure associated with shared code (refer to the ntext
entry in Appendix D).

When shared code has its sticky bit set, start-up response time generally improves
because bringing the code in from the swap area is generally faster than bringing
it in from the file system. The trade-off for this is that the code occupies space
in the system’s swap area at all times (after the first invocation).

Shared Code in an HP-UX Cluster

Although you can mark code as shared in an HP-UX Cluster, code will never
be shared between cnodes. If several users on one cnode are executing the same
shared code, it will behave as in a standalone environment. However, if one user
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on cnode donald and one user on cnode daisy are using the same share code,

there will be two complete copies, even if the two cnodes are sharing the root
server’s swap space.

Demand Load

Programs often contain routines and code which are rarely accessed. For example,
error handling routines can comprise 80 percent or more of some program code
and yet may be rarely accessed. When a program is loaded, exec normally copies
the entire program into main memory. If the unused pages are a significant
portion of the program, the memory allocated for that code is wasted.

With HP-UX, it is possible to mark programs as demand loadable. When a
demand loadable program is executed, no pages are actually loaded. No memory
is allocated for the non-loaded pages until those pages are actually accessed. Only
when the program attempts to access a demand-loadable page is memory actually
allocated and the page loaded from disk.

You can set demand loading at link time with the -q option of 14, or changed in
the executable file with the -q option of chatr.

Making code demand-loadable provides faster program startup, and may reduce
the amount of memory needed to run a program, since only the pages needed are
loaded. However, the program will probably take slightly more file system space,
and may actually take longer to execute than a program that is not demand-
loadable if many of the demand-loadable pages are accessed, since loading a
process one page at a time is slower than reading the whole image at once.

System Management Concepts 2-67



Device 1/O

HP-UX treats I/O to a device in the same fashion as I/0 to a file. In fact, before
your computer can “talk” to a device, a file (called a device file) must be created.
This file defines the location of the device and the manner in which the computer
and the device must communicate. Device files are created with the mknod or
mkdev commands and are usually stored in the /dev directory. To communicate
with a device redirect input from, or output to, the device file. The computer
then uses the information contained in the special file to manage all transfer of
data between it and the device.

Device Classes

All I/O devices can be classified as block special, character special, or net-
work special devices. Block devices are devices which transmit and re-
ceive data in blocks. The block size is defined as BLKDEV_IOSIZE in
/usr/include/sys/param.h. Character devices include any device which is not
a block device, including printers, plotters, terminals, magnetic tape drives, and
pseudo devices. Disk mass storage devices, including rewritable optical devices,
are used as both character devices and as block devices. Network devices are
described in the Using ARPA Services manual.

Drivers

The mknod command creates a device file using a specified major number and
minor number. A device file is the interface between a process and a driver. A
driver is compiled code (supplied with your system) which defines the protocol
and handshaking that allow an I/O device and the computer to communicate.
For a list of the drivers available on your system, use the 1sdev command. The
/etc/conf/dfile contains a list of drivers currently installed in your system
(refer to “Configuring Device Drivers and I/O Cards” in Chapter 6).

The major number is based on the device driver and on the access method
(block or character). Minor number typically defines the device’s address, but is
different for different devices. Refer to the applicable section in the chapter on
“Customizing the HP-UX System” for details on both the major number and the
minor number.
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Cluster Concepts

An HP-UX cluster is a group of workstations that are connected via Local Area
Network (LAN). All workstations in the cluster share a single file system.

This section explains concepts of HP-UX clusters. Many terms, concepts, and
tasks are different from standard HP-UX (or UN IX). If you are already familiar
with HP-UX clusters you can skip much of this chapter. However, if you are new
to HP-UX clusters you must read this chapter before creating, administering, and
using your clustered system. Using and administering an HP-UX cluster without
understanding the concepts could cause major problems such as data loss or a
non-bootable system.

- This chapter will introduce the following terms and concepts: diskless cnodes,
clustered environment, Context Dependent Files (CDFs), and context. The first
section will introduce you to the reasons you may wish to use an HP-UX cluster.

Why Use a Cluster?

To understand the advantages of HP-UX Clusters it is helpful to review
traditional computer systems. Two main types of computer systems are used
today: timeshared systems consisting of a single mainframe with attached
terminals, and systems consisting of personal workstations connected with local
area networks. Each type of system has its own advantages and disadvantages.
These are outlined in Table 2-3 and Table 2-4.

Table 2-3. Advantages/Disadvantages of Timeshared Systems

Advantages Disadvantages
transparent peripheral sharing performance limitations: as number of
users goes up, performance goes down.
transparent file sharing limited reconfiguration ability
same login from any terminal limited human interfaces (few or no

bit-mapped displays)

no duplication of shared resources large initial investment

only one system administrator required
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Table 2-4. Advantages/Disadvantages of Networked Workstations

Advantages

Disadvantages

better performance for each user

supports bitmapped graphics and
windows displays

provides for incremental growth

lower initial investment

files not guaranteed to have same names
on different systems

remote files must be accessed with
different commands and system calls than
local files

performance is often significantly lower
when accessing a remote resource

each user must perform system
administration functions for his
workstation

significant number of duplicate files on
each workstation

difficult to share peripherals

An HP-UX cluster combines the advantages of the timeshared system with the
advantages of networked workstations. Some of the advantages are:

m same view of a global filesystem from each workstation

m single point system administration - only one system administrator

required for a cluster
m flexibility of configuration

m dynamic reconfiguration

m maintains high performance for individual workstations

m provides sharing of costly resources

m a bit-mapped display per user becomes practical
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What is an HP-UX Cluster?

An HP-UX cluster consists of one or more workstations linked together with a
local area network (LAN) but having only one root file system. From the point of
view of the file system, all the machines appear as one system. From the point of
view of processors and processing space, each machine in the cluster is distinct.

A basic cluster consists of a root server and zero or more diskless workstations.
Each computer in the cluster is referred to as a cnode, or cluster node. The root
server is the cnode with the root file system. This cnode is capable of supporting
other, diskless, workstations. A diskless workstation is a cnode that does not,

and cannot, have a local file system. Diskless workstations are called diskless
cnodes.

All diskless cnodes boot, over LAN, from the root server’s file system. Diskless
cnodes access all files from the root server’s file system. Diskless cnodes also
usually swap to the root server’s swap area. If preferred, a diskless cnode can be
set up to swap to a local disk.

Even though all nodes in a cluster share the same file system, there are some
files that need to be different for different nodes. Some examples of files whose
contents should not or cannot be shared are device files and files which contain
system setup scripts, such as /etc/inittab.

To allow files specific to a cnode or class of cnodes, Hewlett-Packard has developed
a structure called a Context Dependent File (CDF). A CDF is a mechanism
for allowing different cnodes to see different contents for a file which has the
same name for all cnodes. The CDFs that are required to run a cluster are
automatically created when the reconfig program is used to create a cluster
environment,.

More detailed information on all the cluster concepts is found later in this section.

Refer to Figure 2-12 for an example system. The root server (the cnode with the
file system) is called daisy. There are two diskless cnodes in the cluster: donald
and dewey. donald has a second LAN card and serves as a networking gateway
to computers not on the cluster’s LAN.
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Requirements
The following requirements must be met to have an HP-UX cluster-
m The root server must be a Model 319C+, 330, 350, 360, or 370.

m The root server must have enough swap area configured to satisfy the
combined swap requirements of all the diskless cnodes that do not have
local swap disks.

m Diskless cnodes must have Revision B or later Boot ROMs for booting
over LAN.

m Diskless cnodes can be any Series 300 computer with a minimum of 3
Mbytes of RAM.

m The root server must have HP-UX version 6.0 or later installed. It must
have the AXE, PE, and NS-ARPA Services/9000 products installed.

Setups

All file system disks must be mounted on the root server. Your backup device
should also be connected to your root server. Modems for UUCP, spooled
plotters, and spooled printers must be on the root server. A diskless cnode can
have local devices such as HP-IB instruments, non-spooled printers and plotters,
and non-file system mass storage devices, but the local devices can be used only
by processes on that cnode. Cnodes can easily invoke processes on other cnodes
with the remsh and rlogin commands.

All cnodes in the cluster must be connected via LAN. However, you can have
more than one cluster per LAN. It is recommended, but not required, that the
cluster be on a small local LAN. There will be less contention (and therefore
better performance) than if the cluster were on the same LAN as many other
computers.

On the cluster’s LAN any system can be a diskless cnode, a root server for diskless
cnodes, or a standalone system. Any one of these machines can also function as
a networking gateway to computers located on another LAN.
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Figure 2-12. Example Cluster
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Model of Cluster System Administration

Single-Point System Administration

All system administration can be done from one cnode (except for booting, which
must be done from the specific cnode). You may find it most convenient to do
system administration from the root server since cluster shutdown can only be
done when physically logged into the root server as root. You cannot shut down
the cluster using a remote login to the root server.

Much like a Standalone System

Many activities are the same as on a standalone system because the entire cluster
uses a single, “global”, file system.

Some Files Must Have Multiple Versions

Although there is a single file system, some files must have a copy for each
cnode (or set of cnodes); these files cannot be shared among all cnodes on the
cluster. For example, since each cnode on the cluster has its own console, the /dev
directory needs to appear different for each cnode. This is accomplished through
Context Dependent Files (CDF's), which are described later in this section. A list
of system Context Dependent Files (CDF's) is also shown later in this section.

Tasks Restricted to Specific Cnodes

Although you have single-point system administration, you must execute some
commands on specific cnodes. For example, you must add a cnode by executing
the reconfig program on the root server, but you must create a cnode’s kernel on
that cnode if using the reconfig program. However, you can still accomplish this
from a single point by using the rlogin and remsh NS-ARPA services commands.
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For example, if you are on the root server, and wish to create a kernel for the
cnode called dewey, you would execute the following series of commands to invoke
the reconfig program properly:

$ rlogin dewey

You will now see the copyright messages on dewey.

When you see a system prompt, type:
$ /etc/reconfig

When you are finished with reconfig, enter a "D or type: exit
You will see:

$ Connection closed.
You are now back on the original system.

If you executed the reboot command using rlogin, you will not need to exit
from the other system. If you have problems logging in or booting your cnode,
refer to the “Troubleshooting” appendix in Volume 2 of this manual.

List of System Administration Tasks

System administration tasks are divided into four main groups: tasks that must
be executed from the root server, tasks that should be executed from the root
server for performance reasons, tasks that should be executed from the affected
cnode, and tasks that can be performed from any cnode in the cluster (with either
local or global results).

The following tasks must be executed from the root server, either directly or via
an rlogin command from a diskless cnode onto the root server:
m fsck (When executing fsck on the root file system, you must be directly
logged into the root server, not logged in via rlogin.)
HFS mount/umount (NF'S mount/umount can be done on any cnode)
create file system
create recovery system
update HP-UX
install or update application software
remove filesets
reboot cluster
shutdown cluster
configure line printer from reconfig
add a cnode to the cluster
remove a cnode from the cluster
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In addition, the following tasks should be executed from the root server for
performance reasons:

m backing up the file system

m restoring the file system from a backup

The following tasks should be performed from the affected cnode, either directly
or via executing the rlogin command to the cnode:

m executing the reboot command (must be done from the cnode)
m accessing the CDF subfile for the cnode

m building a kernel (if using reconfig you must be on the cnode, if using
config it is much safer to be on the cnode)

m making a device file (if using reconfig you must be on the cnode, if using
mknod it is much safer to be on the cnode)

m running reconfig to set user access (must be on the cnode)

The following tasks can be performed from any cnode in the cluster, and the
result is global to the cluster:

m NFS mounts/umounts

m adding or removing a user (again, perform this from only one cnode at a

time)

m executing cwall

m setting the system clock

m modifying system files (whether CDF or regular files)

System files should be edited by only one user at a time. This
has always been true, but the point is emphasized again. In par-
ticular, the following files should not be modified by more than one
user at a time: /etc/rc, /etc/passwd, /etc/group, /etc/motd,
/usr/news/*, /etc/issue, /usr/lib/tztab.

The following tasks can be performed from any cnode in the cluster, and the
result is local to the cnode:

7 executing the wall command

m system accounting

Some accounting operations can be performed on any cnode, others must
be performed on each cnode. Refer to the “System Accounting” chapter
in Volume 2 for details.
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Context

cnode name
floating point
hardware type
\\.//
processor types
cnode type
/ “default”
\\/

Each cnode has a context (local to that cnode) that is set at boot time. All
) processes which run on that cnode inherit the cnode’s context. The context is an
ASCII string made up of the following attributes:

This attribute is set from field 3 of the /etc/ clusterconf
file. It is the name you entered when adding a cnode.

If the cnode is not a part of a cluster, the cnode name will
be set to “standalone”.

This context field will be empty if no floating point hardware
exists on the cnode, otherwise it will be one or more of the
following:

m “HP98248A” for floating point accelerator

m “HP-MC68881” for Motorola coprocessor

m “HP98635A” for floating point math card

If the cnode has more than one of these floating point
hardware types they will be in the context attribute string
in order of best performance to worst performance.

There are three processor types:

m “HP-MC68010” for the Model 310

m “HP-MC68020 HP-MC68010” for models in the
Series 300 using the MC68020 board. The MC68010
is included here since all Series 300 support the
MC68010 instruction set.

= “HP-MC68030 HP-MC68020 HP-MC68030” for the
Series 300 using the MC68030 board.

“localroot” or “remoteroot”. It is “localroot” if the root file
system resides on the local machine (true for the root server
or a standalone machine). It is “remoteroot” if the root file
system is not on the local machine (true for diskless cnodes).

All context strings end with the string “default”.
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Getting the Context

A new command, getcontext, shows the context string for a given cnode. The
getcontext command returns the process context for the local system. There
is a corresponding system call for programs. For example, if we were to inspect
the context from system dewey from Figure 2-13 , we would see the following
output:

$ getcontext
dewey HP-MC98635A HP-MC68010 remoteroot default

The getcontext command will return only the local cnode’s context string. To
get the context for other cnodes you must log into that cnode (or execute the
command with a remsh command: remsh cnodename getcontext). For more
information on the getcontext command, refer to the getcontext(1) page in the
HP-UX Reference.

Context Dependent Files (CDFs)

Even though all cnodes in a cluster (by default) share files, there are some files
that must not be shared. To allow files specific to a cnode or class of cnodes,
Hewlett-Packard has developed the Context Dependent File (CDF). CDF's are a
mechanism for allowing different cluster nodes to “see” different contents for a
file which has the same pathname for every cnode in the cluster.

A CDF is used where a file, or files, cannot be shared by the nodes of a cluster.
This mechanism uses the cnode’s context to determine the view of the requested
file for a particular system.

The files in a CDF (subfiles) are referred to by names which must match a part of
the cnode’s context. These names can be any of the possible parts of the context
(i.e., cnode name, floating point hardware types, processor types, cnode type, or
the string “default”).

Figure 2-13 shows the CDF which allows the systems in the example cluster to
have different versions of /etc/inittab. The /etc/inittab file uses the cnode
name part of the context to match CDF subfiles.
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/etc/inittab+

donald daisy dewey

Figure 2-13. /etc/inittab in the example
cluster

A user accessing /etc/inittab on system donald will see different contents than
a user on system dewey.

Using CDFs

Many HP-UX system files have been converted to CDF's in your HP-UX cluster.
These system CDFs are required for HP-UX clusters to work; they are not
intended for general use. System CDFs must not be modified. A list of the
system CDFs is given in the section “System CDFs”.

IMPORTANT Do not change the structure of system CDFs.

In some cases, one or more CDFs must be created to support application software
on a cluster. Such CDFs must be created and structured with a full understanding
that CDF's are a last resort and should be used only if no other means exist. This
is because CDF's contribute to making the administration of the file system much
more difficult due to their transparent nature.

The rest of the information on CDFs is provided only to help you understand
how the system CDFs work, and to help you create and use your own CDFs if
you must create them.

Some Reasons for Having CDFs

Reasons for having different files with the same name:

m Some system files must correlate closely with each cnode’s hardware
configuration. For instance, /etc/inittab and /etc/ttytype must
reflect how many and what terminals are present for logging in on each
cnode. In our example cluster, daisy might have just a console, donald
might have a console plus three terminals, while dewey might have a
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console plus one terminal. Daisy’s console might be of type 3001, while
donald’s and dewey’s consoles might be of type 300h.

m Some files are expected to correspond to only one process space (i.e.,
to one cnode). For example, the who command assumes / etc/utmp

corresponds to one process space, so /etc/utmp must be a CDF so that
there is one file per process space.

m To obtain the highest performance, you may need to differentiate between
SPUs which have a common file system. For example, when setting up a
clustered environment, /hp-ux (the kernel) is made into a CDF.

Executables are particularly subject to this if the machines are not
identical. CDF's provide a convenient naming convention for this scenario.
For example, if you have different floating point hardware on the cnodes
in your cluster, and need one version of a program for each type of floating
point hardware, you can create a CDF to hold the various versions.

m You have an application which assumes complete control over some file
or set of files (or directory, etc.) by using semaphores. If run on
multiple cnodes, a copy on each cnode can get access to the files without
synchronization with other cnodes.

CDF Implementation

A CDF is implemented as a special directory containing all the versions of a file
needed by the different systems in the cluster. The final file name (located in
the special directory) must match part of the cnode’s context before the cnode
can access the file. Using our example cluster (from Figure 2-13 ), and the
/etc/inittab file (which is a CDF in a clustered environment), the directory
would appear as in Figure 2-14.
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Figure 2-14. Structure of a CDF

In a CDF, the original file (that cannot be shared) becomes a special directory
called a hidden directory. It is called hidden because the directory structure is
normally not seen: you normally think of it as a file, and normally view it as
a file, but it is actually a directory. The hidden directory has its set-user-id bit
set to indicate to the file system that this is a CDF. Refer to chmod(1) for more
details on the set-user-id bit.

In addition to the hidden directory, a CDF consists of zero or more subfiles.
The subfiles can be any type of file, including another CDF or a directory. The
subfiles are named and chosen according to the cnode’s context attributes. If no
subfiles match a cnode’s context string, it will appear that the file (a CDF) does
not exist.

To explicitly reference the hidden directory, “+” is appended to the CDF
pathname, for example, /etc/inittab+. The + serves as an escape character
which allows access to the hidden directory. You must append a + to the hidden
directory name to refer to the directory. When you refer to the hidden directory
without appending a +, the name refers to one of the subfiles in the CDF (or
fails to match anything), depending on the context of the process making the
reference.

To list the subfiles of the example CDF /etc/inittab, type:

1s /etc/inittab+
You would see:
daisy donald dewey
Creating CDFs
All CDFs required to run an HP-UX cluster are automatically created when

you use the reconfig program to create a clustered environment. The section
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“System CDF's” lists these CDFs. Do not restructure the system CDFs (i.e., do
not change a non-CDF to a CDF, or vice-versa, and do not change the type of
context attribute assigned to the subfiles).

Do not convert system files to CDFs, other than what the reconfig program has
already set up. System files are HP-supplied files, commands, and directories.

CDF's must be managed carefully. The existence of CDFs is not obvious unless
you are specifically looking for them. HP therefore recommends that you limit
the use of CDFs. Do not use CDFs unless there is no alternative. The examples
later in this chapter show several classes CDF of anomalies—ways in which CDFs
seem to act differently than an ordinary file or directory.

If you need to create your own CDFs, use the makecdf program. Refer to the
makecdf(1M) entry in the HP-UX Reference for information on specifics of the
makecdf program. There is an example later in this chapter.

Hewlett-Packard recommends using only one type of context attribute in a given
CDF, for example localroot/remoteroot, all cnode names, or all cpu types.
Mixing context attributes can result in anomalous behavior as shown in one of
the examples later in this chapter. Thus, using mixed context attributes should
only be done if the associated anomalies are understood, and are acceptable for
the intended usage.

Removing a CDF

If you need to remove one of your CDFs (never remove a system CDF), specify
a + with the hidden directory name and recursively remove the files. You must
recursively remove the CDF since it is really a directory. For example:

rm -rf cdf+

Finding CDFs

A CDF is a directory with the set-user-id bit set. CDF's can be nested, one inside
the other. So, to find all CDFs in the system:

find / -hidden -type H -print

Tips and Cautions

When examining and/or modifying CDF's, the most straightforward way to access
the entire set of subfiles is to change your current working directory to the CDF’s
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hidden directory (e.g., cd /cdf.file+). Be aware of the cluster-wide impact of

any changes you make. Some possible side-effects are shown in the examples that
follow.

Do not change the way reconfig sets up the CDFs. Structural changes to system
CDF's are not supported. You can change the contents of user-configurable files,
but do not change the context attribute (i.e., the name of the subfile in the CDF).

In general, the fewer CDFs you create, the easier your system will be to
administer. However, do not remove any of the CDFs created by the reconf ig
program (listed in the section “System CDFs”).

Do not mix context attributes in a CDF unless you have no choice. You should
avoid having a CDF that contains some files named for one attribute, and other
files named for another attribute. Mixing context attributes can cause anomalous
behavior when removing, moving, or creating files in the CDF. In particular, never
mix context attributes in a CDF such that the CDF subfiles match more than
one string in a cnode’s context. For example, do not create the CDF shown in
Figure 2-15, where the context attribute string for cnode daisy would match on
the subfile daisy and on the subfile localroot.

/users/jme/cdffile+

donald locairoot dewey

Figure 2-15. CDF with Mixed Context
Attributes

The one exception to this is the /dev directory. This directory is set up with
localroot (for the root server) and cnode names (but not an entry for the root
server’s cnode name). This is a special case and should not be repeated.

In particular, do not use “default” as a CDF subfile name unless you have no
choice since this always causes multiple subfiles to match the context of at least
one cnode. This can be unpredictable when removing, moving, or creating files
in the CDF. The best method is to have subfiles for each cnode named with the
cnode name.
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Context Attributes and CDFs

Within a CDF, the search for a subfile is based on a predefined context attribute
precedence. That is, the system searches for the correct file based on a priority
search sequence. The sequence is:

1. cnode name

2. floating point hardware type

3. processor type

4. cnode type

5. the string “default”

Do not depend on the order of attributes within the context. Although it will
always follow the above sequence for this release of HP-UX, the order may change
in future releases. However, it is guaranteed that a CDF will be parsed in the
same order as the attributes returned by the getcontext command.

The HP-UX file system tries to match context attributes to the hidden directory’s
subfile names to select the appropriate version of the file. In the example shown
in Figure 2-13 , the following is matched:

m If you specify /etc/inittab on the root server you will access the file
/etc/inittab+/daisy.

m If you specify /etc/inittab on the system dewey you will access the file
/etc/inittab+/dewey.

m If you specify /etc/inittab on the system donald you will access the file
/etc/inittab+/donald.

m on any system, if you specify /etc/inittab+/dewey you will access the
file named /etc/inittab+/dewey.

Autocreation

If you specify only the path for the hidden directory when creating the file, it will
automatically create a CDF subfile named after the cnode name attribute. This
is called autocreation. The order of attributes in the context is not guaranteed to
be the same from release to release, so do not depend on the specific autocreation
type used by this release of HP-UX.
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For example, on system donald, if you have a CDF named /users/jme/cdffile

and execute the following:

( \ cp /tmp/cdffile /users/jme/cdffile

you will create a new file in the CDF with the following pathname:

Suppose you have the /etc/inittab file used in Figure 2-14, and are currently on
the cnode named daisy. Using different options to the 11 command, you would
see the following responses (note the new option, -H, to view hidden directories):

725 Dec 26 07:45 /etc/inittab

725 Dec 12 07:45 daisy
650 May 26 15:53 donald
650 May 18 11:47 dewey

1024 Dec 26 07:30 /etc/inittab+

725 Dec 12 07:45 daisy
650 May 25 15:53 donald
625 May 18 11:47 dewey

There is also a new command, showcdf, that you can use to display the full
pathname (including the CDF and subfile). The following example shows output

/users/jme/cdffile+/donald
CDF Examples
Example: Listing CDFs
$ 11 /etc/inittab
-rwxr-xr-x 1 root other
$
$ 11 /etc/inittab+
( 4 -rwxr-xr-x 1 root other
\k_// -rwxr-xr-x 1 root other
-rwxr-xr-x 1 root other
$
$ 11 -d /etc/inittab+
drwsr-xr-x 2 root other
$
$ 11 -H /etc/inittab
-rwxr-xr-x 1 root other
-rwxr-xr-x 1 root other
-rwx--xr-x 1 root other
if you are on the system donald:
$ showcdf /etc/inittab
/etc/inittab+/donald
{ ]
N
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Example: Displaying files within a CDF
If you are on the root server (daisy) in the sample cluster, the command
more /etc/inittab

will display the contents of the file /etc/inittab+/daisy. To view the inittab
file for system dewey from the root server, use:

more /etc/inittab+/dewey

Example: Creating a CDF

Suppose the systems in the sample cluster frequently run a floating point intensive
program: /usr/local/bin/floatprog. The systems have different floating
point hardware and require a different version of the program to take advantage
of this. A CDF to allow each system on the example cluster to execute the version
of the floating point program best suited to its hardware configuration would look
like Figure 2-16.

/usr/local/bin/floatprog+

HP-MC68881 HP98248A HP98635A

Figure 2-16. CDF Structure Using Differ-
ent Floating Point Hardware

Assume you created the original floatprog on donald, the machine with
the HP MC68881 processor. You have since created two additional versions
of the program. These versions are in the files /users/progs/fp48A and
/users/progs/fp35. A CDF was created by using the makecdf program, then
moving the final compiled versions of the program into the floatprog file by the
following commands:

makecdf -c HP-MC68881 /usr/local/bin/floatprog
mv /users/progs/fp48a /usr/local/bin/floatprog+/HP98248A
mv /users/progs/fp35 /usr/local/bin/floatprog+/HP986354

If you tried to access this file from a cnode without any of the above floating
point hardware you would receive the message:

floatprog: file not found
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This shows where the default attribute might be helpful. If you had a version
of the program compiled such that it requires no floating point hardware, you
could place it in the CDF and use the name default. Refer to the makecdf(1)
entry in the HP-UX Reference for more details on the command.

Example: Changing directories within a CDF

Directory changes are also context-sensitive. For example, if you have the

directory structure shown in Figure 2-17, with nested CDFs, you may notice
some anomalies with the cd command.

/tmp

cdf+

|
| |

HP—-98635A+ HP-MC68881+

»

daisy  default defoult  donald

Figure 2-17. Nested CDFs

If you are on system daisy, and wish to change directories within the CDF, you
will see the following behavior. Since “HP98635A” is in daisy’s context, but
“HP-MC68881” is not, cd appears to behave differently in the two cases:

$ cd /tmp

$ cd cdf+/HP98635A

$ /bin/pwd -H
/tmp/cdf+/HP98635A

$ cd ..

$ /bin/pwd -H

/tmp

$

$ cd cdf+/HP-MC68881
$ /bin/pwd -H
/tmp/cdf+/HP-MC68881
$cd ..

$ /bin/pwd -H
/tmp/cdf+
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Example: Removing files from a CDF

Consider the CDF shown in Figure 2-18, using the localroot/remoteroot
attributes.

/cdf .file+
localroot remoteroot

Figure 2-18. CDF with localroot and re-
moteroot Context Attributes

On system dewey,

rm /cdf.file

will remove /cdf . file+/remoteroot. If you now do the following (also on system
dewey):

cp /tmp/newfile /cdf.file

/cdf .file+/dewey will be created (using the autocreation mechanism) leaving
the CDF shown in Figure 2-19.

/cdf file+

dewey localroot

Figure 2-19. CDF with Mixed Attributes

If a user on system donald now tries to access the file, the file does not exist:

$ 11 /cdf.file
/cdf.file: not found
$
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Example: Problems from using the “default” context

Using the “default” attribute for a subfile name can be confusing and is not
recommended. Suppose the CDF shown in Figure 2-20 exists.

/cdf file+

default localroot

Figure 2-20. CDF with the “default”
Attribute

If you are on the root server, the command rm /cdf.file removes the file
called /cdf.file+/localroot. However, after removing this file, /cdf.file
still exists on the root server because the context then matches the file
/cdf .file+/default.

Example: Removing a subfile in a CDF containing multiple context
attributes

Multiple context attributes in the same CDF can be confusing and are not
recommended. Assume you have the CDF shown in Figure 2-21 .

/cdf file+

daisy default localroot william

Figure 2-21. CDF containing multiple
context attributes

If you were on the root server (daisy), you would need to remove /cdf.file
three times before it actually disappeared from daisy! rm /cdf.file would
first remove the cnode-name subfile, /cdf.file+/daisy, the next time it would
remove the cnode type attribute, /cdf.file+/localroot, and the third time it
would remove the default. Until you had removed all three context subfiles, you
could still access a /cdf.file file from the root server.
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Cnode-Specific Device Files

Starting with the 6.5 release of HP-UX, each device file has a new attribute
assoclated with it: a cnode ID. The cnode ID limits access of that file strictly
to processes running on the specified cnode, thus making the file what is termed
cnode-specific. The cnode ID is the cnode’s name or ID number as specified in
the /etc/clusterconf file. If the device file’s cnode ID is 0, it allows access from
all cnodes, thus making the file generic.

Prior to the 6.5 release, all device files were generic, allowing access from all
cnodes in a cluster. Starting with the 6.5 release, all newly created device files
are cnode-specific by default, and all device files under /dev are automatically
converted at update time to appropriate cnode-specific device files. This will
improve security in the clustered environment.

Because pre-6.5 releases used generic device files, any device files on archives
created before 6.5 will not have the correct cnode-specific information. All device
files restored from a pre-6.5 archive will be recovered as a cnode-specific device
file using cnode information from the cnode on which you are performing the
recovery. This means that if you use your root server to recover a device file for
a diskless cnode, the diskless cnode will not be able to access the device file until
you re-create it from the appropriate cnode using the mknod command.

You can be affected by this change only if you have an HP-UX cluster and:
m You recover device files from pre-6.5 archives.
m You, for some reason, depend on device files being generic.

m You create device files using methods other than what is recommended
in this manual.

Note To prevent unexpected behavior when accessing a device file,
either do not recover device files from a pre-6.5 archive or recover
them only from the cnode that will access them.
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To view the cnode ID, use the -H option to 11. In the following example, first
you see the listing for the /dev directory for the whole example cluster. Next
you see a partial listing of the /dev directory for the cnode named donald, and a
partial listing of the /dev directory for the cnode named dewey:

# 11 -H /dev+

total 6

drwxr-xr-x 6 root root 1024 Dec 6 14:33 daisy/
drwxr-xr-x 6 root root 1024 Dec 6 14:33 dewey/
drwxr-xr-x 6 root root 1024 Dec 6 14:33 donald/
drwxr-xr-x 7 root root 2048 Dec 6 14:36 localroot/

# 11 -H /dev+/donald

total 20

crw--w--w- 3 root other 0 0x000000 donald Dec 6 15:58 console
CIW-Irw-Trw- 1 root other 12 0x000000 donald Dec 6 14:33 crt
CIW-IW-Trw- 1 root other 19 0x150000 donald Dec 6 14:33 ether
CIW-TW-Tw- 1 root other 24 0x000010 donald Dec 6 14:33 hill
CITW-TW-TW- 2 root other 24 0x000020 donald Dec 6 14:33 hil2

# 11 -H /dev+/dewey

total 20

crw--w--w- 3 root other 0 0x000000 dewey Dec 6 15:58 console
crw-rw-rw- 1 root other 12 0x000000 dewey Dec 6 14:33 crt
CIW-TW-TW- 1 root other 19 0x150000 dewey Dec 6 14:33 ether
CIW-TW-TW- 1 root other 24 0x000010 dewey Dec 6 14:33 hill
CrW-rw-rw- 2 root other 24 0x000020 dewey Dec 6 14:33 hil2

Note the extra field where you see the name donald. If this were a generic device
file, you would see a 0.

The mknod(1m) command has been enhanced to allow the creation of generic
device files or cnode-specific device files whose cnode ID differs from the cnode
where the mknod command is being executed. This new enhancement is not
required for any of the operations described in the System Administrator Manual;
however, sophisticated cluster administrators might find this capability useful.
The required syntax is documented in HP-UX Reference Manual under the
mknod(1m) entry.

Use discretion in creating generic device files, since the same generic device
file accessed from different cnodes will apply to different devices, and the file’s
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ownership and permissions may not be appropriate in the context of all the
cnodes.

If you havae device files in directories other than /dev, you probably should
re-create them as cnode-specific.

Cluster Server Processes

Cluster Server Processes (CSPs) are kernel processes that handle requests
received from remote cnodes (or by certain local activities) which cannot be
handled by the kernel under interrupt. CSP functions include:

m all file system requests (e.g., opens, reads, writes, and mount table
updates)

m swap space allocation requests
m sync requests
m PID allocation

Requests that do not require CSPs include some network protocol messages and
clock synchronization.

There are 3 types of Cluster Server Processes: Limited CSPs (LCSP), General
CSPs (GCSP), and User CSPs (UCSP). The limited and general CSPs are kernel
processes. Even though these are processes which run in the kernel, they are
shown by the ps command. A User CSP is a special program which runs in
user address space to perform some operation on behalf of the kernel, such as
/etc/read_cct.

Limited CSP

There is one LCSP on each cnode in the cluster. It is automatically spawned
by the kernel at cluster time (on the root server) or at boot time (for diskless
cnodes). Cluster time is when the root server executes the cluster command.
The LCSP handles certain essential requests if no GCSP is available. It performs
limited specific operations like syncs and mounts.

An LCSP is the only CSP required by a diskless cnode. This one CSP is sufficient
to handle incoming requests. The LCSP always has a process ID of 3 on a diskless
cnode.
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General CSP

The GCSPs are created when the / etc/csp command is executed (generally
from /etc/rc). The number of GCSPs created is given as an argument to the
/etc/csp command. The /etc/csp command with no argument will read the
/etc/clusterconf entry for the cnode to determine the number of GCSPs which
should be running on that cnode. (The clusterconft file is a file describing your
cluster’s configuration; it is described later in more detail.) The number of CSPs
is the last field of an /etc/clusterconf entry. In the default setup (using the
reconfig program), the /etc/csp command in /etc/rc has no arguments. The
reconfig program added the number of desired CSPs to the /etc/clusterconf

file when you created your cluster. The diskless cnodes are set up so that this
entry is 0.

There should be a pool of GCSPs running at all times on the root server to handle
remote requests from diskless cnodes. GCSPs are not needed on diskless cnodes.

If, for example, the /etc/clusterconf entry for your root server was:

08000900399d:1:daisy:r:1:4
the /etc/csp command at cluster time will fork 4 GCSPs.

If you execute the command: /etc/csp 5, the system will either fork additional
CSPs to bring the total up to five, or terminate CSPs to bring the total down to
five.

The command /etc/csp 0, when executed on the root server, will terminate all
GCSPs on the root server and will cause all diskless cnodes to stop functioning
and ultimately crash. This is the only way to terminate GCSPs; CSPs cannot be
terminated with the kill command.

Because the GCSPs will finish servicing all existing requests in progress, the effect
of issuing the /etc/csp command may not be immediate.

The number of CSPs can never exceed the number specified in the ngcsp
configurable operating system parameter. You must set the num_cnodes
parameter when you set up your cluster kernel. For more information about
ngesp and its effect, refer to the chapter on kernel configuration and the ngcsp
entry in Appendix D.
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User CSP

UCSPs perform requests that cannot be handled in the kernel. They are created

on demand when specific types of requests are received. The UCSP terminates
after servicing the request.

Process IDs

Processes executing on different cnodes in a cluster must have unique Process IDs
because many UNIX programs use the PID in temporary filenames to guarantee
unique file names. In standard UNIX PIDs range from 0 to 30 000. To maintain
UNIX semantics the PID on any cluster will not exceed 30 000. The cluster will
cycle through 30 000 before reusing a PID just like a single multi-user system.

In a cluster, the root server is the PID allocator (server) for the cluster. PIDs
are allocated in “chunks” of 50. These chunks are used so there is less network
traffic than would occur if a diskless cnode needed to go to the root server for
each PID required. The PID chunk is not returned to the server until all 50 have
been released. After they are returned to the server, they may be reallocated to
another cnode.

All cnodes keep track of the PID chunks allocated to them. They also maintain
an array of available PIDs. PIDs in the available PID table are not recycled;
when they are used, they are returned to the server.

Not all system process PIDs are unique in a cluster. On all cnodes the following
PIDs are reserved:

PID # Process
0 scheduler

1 init

2 page daemon

3 |limited csp (diskless cnode)
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Swapping in a Cluster

This section assumes you know the general swapping information in the
section “Memory Management”. This section covers some additional swapping
information specific to HP-UX clusters.

The root server always swaps to the swap device(s) attached to it; this is the
same as for a standalone system. There are two methods of swapping in a cluster
for diskless cnodes:

m the diskless cnode swaps to the root server’s swap area (remote swapping).
This must be indicated in the /etc/clusterconf file. The reconfig
program automatically sets up the diskless cnode to swap to the root
server.

m the diskless cnode has a local disk for swapping (local swapping). This
must be indicated in the /etc/clusterconf file. You must create a new
kernel for cnodes that use local swap devices.

Remote swapping

When a diskless cnode uses remote swapping, it uses swap space from a pool
of space found on the root server’s swap devices. Swap space is dynamically
allocated to a cnode as needed. When it is no longer needed, the swap space is
returned to the pool by a daemon process run as a CSP.

The amount of swap space any cnode can have is controlled by two configurable
operating system parameters: maxswapchunks and minswapchunks. Refer to
Appendix D for more information on configurable operating system parameters.

Local swapping

When a diskless cnode uses local swapping, the swap space is found on swap
devices attached to the cnode. Refer to the kernel configuration chapter for
information on setting up local swapping.
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Tips on Customizing your Cluster

Using NFS in an HP-UX Cluster

If NFS is configured into/out of the root server’s kernel, it must also be configured
into/out of all the diskless cnode kernels. If not, the cnode will not cluster. If
NF'S is loaded onto your system when you create a clustered environment with
the reconfig program, reconfig will include NFS into the root server’s kernel.
Once NF'S is included in the root server’s kernel, reconfig will add NFS to each
new diskless cnode’s kernel.

Syncing the System

The /etc/rc script runs the syncer command on the root server. This
automatically syncs all systems on the cluster. Although syncing your system
regularly is important, syncs use resources. Because of this, you should to sync
regularly, but no more than necessary. If you wish to do a sync that syncs only
the local system, type sync -1 (lowercase L).

Previously, the sync command was run from the crontab file. Check your crontab
file to make sure you are not syncing the system from cron. Running syncer from
/etc/rc is sufficient.

Using reconfig in an HP-UX Cluster

In general, do not use the reconfig or config program on different cnodes
simultaneously. In particular, never create a kernel simultaneously from multiple
cnodes.

CSPs

The reconfig program will put the number of CSPs you request into the
/etc/clusterconf file. The cluster command automatically starts the limited
CSP, so the total number of CSPs running will be one more than what you request
with the cluster command.

If, in your /etc/rc file, you specify the number of CSPs with the /etc/csp
command, the value in /etc/rc will be used instead of the value given in the
/etc/clusterconf file. When trying to tune your cluster, you may wish to
execute the csp command with a parameter. When you have decided on a
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number, you should put it in the /etc/clusterconf file to make the change
permanent.

Changes to Commands and Files

This chapter lists the system administration commands and files that have
changed for Diskless HP-UX. The commands documented here come primarily
from section 1M of the HP-UX reference. The “System CDFs” section describes
the HP-UX system files that must be CDFs. These are automatically converted
to CDF's by the reconfig program when you create a clustered environment.

System Administration Commands and the Root Server

The following commands can be executed only on the root server. Note that
HF'S mounts and unmounts are not allowed on a diskless cnode. NFS mounts are
allowed if you are running the NFS services.

fsck update
fsclean mkfs
fsdb newfs
fuser tunefs
mount sysrm
umount

System Administration Commands that Change

This section lists system administration commands that changed to support
Diskless HP-UX features; it also describes why they changed. For more
information on these commands, refer to the appropriate entry in the HP-UX
Reference.

/etc/rc The /etc/rc script performs additional functions for the
root server. For a full description of the functionality
of /etc/rc, refer to the chapter “System Startup and
Shutdown”.

/etc/brc The /etc/brc script removes a new startup flag called
/etc/rcflag (which is a CDF). Refer to the chapter “Sys-
tem Startup and Shutdown” for a description of /etc/brc’s
functionality.
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/etc/reboot

/etc/shutdown

/bin/sync

/etc/wall
/bin/who

/etc/fuser

/bin/ps

This command has been modified to perform a clusterwide
reboot when executed from the root server. When executed
from a diskless cnode, only that cnode is rebooted.

The /etc/shutdown script will perform an orderly shutdown
of the entire cluster when executed from the root server.
When executed from a diskless node, /etc/shutdown will
shutdown only that cnode.

The sync command causes all file system updates to be
written to disk. The 1sync command is new; it will flush all
the buffers on the local system to both the file system disk
and remote cnodes. It will not flush the buffers on remote
cnodes.

There is a cluster-wide version of wall, called cwall.

There is a -c option which displays information about the
entire cluster.

There is a cluster-wide version of fuser, called cfuser.

There is a cluster-wide version of ps, called cps.

New System Administration Commands

/etc/cluster

/etc/csp

/bin/cnodes

/bin/getcontext
/usr/bin/makecdf

The cluster command is executed by the root server to
allow other cnodes to join a cluster. Refer to cluster(1M).

The csp command starts the cluster server processes needed
by each cnode to communicate within the cluster. Refer to
esp(1M).

The cnodes command lists the cnodes in a cluster. Some
scripts which should execute different commands on different
cluster nodes may be modified to use the cnodes command
instead of being made into CDF's. Refer to cluster(1).

Returns the process’s context. Refer to getcontext(1).

The makecdf command converts a file to a CDF. Refer to
makecdf(1M).
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showcdf The /usr/bin/showcdf command displays the actual path
names, including any CDF's. Refer to showcdf(1).

Ezamples using the cnodes command Some examples of how the cnodes command
might be used follow:

To get the cnodename of the local system:

$ cnodes -m
donald
$

To list all cnodes in the cluster:

$ cnodes
daisy dewey donald
$

To get the cnodename of the root server:

$ cnodes -r
daisy
$

To list the status of all cnodes configured in the /etc/clusterconft file:

$ cnode -alC

daisy 1 daisy ROOTSERVER
donald 2 daisy

dewey* 3 daisy

“*” indicates a cnode which has not joined the cluster (i.e., is not booted up).

New Files: /etc/clusterconf

The biggest change from standalone HP-UX to an HP-UX cluster is the file system
setup using CDFs. These are listed in the “System CDFs” section later in this
chapter. In addition to CDFs, there is a new file called /etc/clusterconf,
created just for the HP-UX cluster. This file must not exist on a standalone
system.

The /etc/clusterconf file is the cluster configuration file. It is used by many
utilities and system processes to obtain information about the cnodes in the
cluster. It is created and modified by the reconfig command.
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Each line in /etc/clusterconf has six fields. Each field is separated by a colon
(:). Do not remove the first non-comment line (comment lines begin with a pound
sign “#£”): the system may not cluster without this line. Although it is currently
unused, the reconfig program sets up the file so the first line contains the root
server’s link level address. The fields in the remaining lines are used as follows:

Field
Number Description

1 Link level address of the LAN card. You can get the link address from
the boot ROM display when booting, off the LAN card, or from running
the landiag program. Refer to the Installing and Maintaining NS-ARPA
Services manual for information on the landiag program.

2 Cnode number. This is a unique but arbitrary number between 1 and 255.
The reconfig program will always assign 1 to the root server, and will
assign numbers sequentially for the other cnodes.

3 Cnode name. This is automatically set to be the same as the cnode’s
HP-UX hostname. If the cnode’s hostname is not vet defined, you will set
this name in the reconfig program.

You cannot use the names: default, localroot, remoteroot, or anything
beginning with HP because they are possible attributes in the context.

4 Type of cnode. This can be:
r = root server
¢ = diskless cnode

5 Cnode number of swap server. This can be either: 1 = root server
(assuming the root server has cnode number 1) current cnode number =
use local swap on this cnode.

6 Number of Cluster Server Processes (CSPs) to run. This will be some
number (probably between 4 and 8) on the root server, and should be 0 on
all diskless cnodes.

For example, you might have the following /etc/clusterconf file:

0800090039dd: # clustercast address. Do not remove.
0800090039dd:1:daisy:r:1:8
080009000565:2:donald:c:1:0
08000900297c:3:dewey:c:1:0

The first line is set up by reconfig. Note that although this first line has a
comment in it, you cannot comment any of the cnode entries.
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System CDFs

Listed in this section are all the system CDFs the reconfig program will create
for your cluster. The list uses the example cluster shown in Figure 2-13 earlier in
this chapter, with the root server named daisy, and two cnodes named donald
and dewey. The list shows the CDF's, the context attributes of the CDF’s subfiles,
and the permissions on all the files. This information will be useful if you need
to recreate part of your cluster environment.

/dev+:

total 6

drwxr-xr-x 5 root root 1024 Sep 4 09:34 donald
drwxr-xr-x 5 root root 1024 Sep 4 10:34 dewey
drwxr-xr-x 6 root root 2048 Sep 4 08:28 localroot

/etc/btmp+:  <subfiles exist for each cnode only if explicitly created,
t.e., log into “donald” and type “touch /etc/btmp”>

total O

/etc/checklist+:

total 2

-r--r--r-- 1 root other 166 Sep 4 08:40 daisy

-r--r--r-- 1 root other O Sep 4 10:08 dewey

-r--r--r-- 1 root other O Sep 4 09:08 donald
/etc/conf/dfile+:

total 4

-rw-rw-rw- 1 root other 699 Sep 4 08:45 daisy

-rw-rw-rw- 1 root other 585 Sep 4 10:13 dewey

~TW-TW-TW- 1 root other 585 Sep 4 09:13 donald
/etc/inetd.conf+:

total 8

-rw-r--r-- 1 root bin 1187 Sep 2 08:36 daisy

“rW-r--r-- 1 root bin 1187 Sep 4 10:12 dewey

-rw-r--r-- 1 root bin 1187 Sep 4 09:12 donald
/etc/inittab+:

total 4

-rwxr-xr-x 1 root other 778 Sep 4 08:26 daisy

-rwxr-xr-x 1 root other 775 Sep 4 10:36 dewey

-Trwxr-xr-x 1 root other 775 Sep 4 09:36 donald
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/etc/ioctl.syscon+: <entries for cnodes exist once the cnode has booted>

total 4

-rw-r--r-- 1 root root 35 Sep 4 08:12 daisy
-rw-r--r-- 1 root root 39 Sep 4 10:34 dewey
-rw-r--r-- 1 root root 39 Sep 4 09:34 donald

/etc/netstat_data+:
total O

/etc/ps_data+: <entries exist for diskless cnode only after a “ps” s
executed from the cnode>

total 146

-rw-rw-r-- 1 root root 36464 Sep 4 08:28 daisy
-rw-rw-r-- 1 root other 35684 Sep 4 10:39 dewey
-rw-rw-r-- 1 root other 35684 Sep 4 09:39 donald
/etc/rcflag+:

total O

“IW-TW-TW- 1 root root 0 Sep 4 08:29 daisy
-rw-rw-rw- 1 root root 0 Sep 4 10:31 dewey
-rw-rw-rw- 1 root root 0 Sep 4 09:31 donald
/etc/reboot+:

total 108

-r-xr--r-- 1 root other 1490 Sep 4 08:40 localroot
-r-Xxr--r-- 1 root other 52012 Sep 4 08:40 remoteroot
/etc/ttytype+:

total 4

-r--r--r-- 1 root other 48 Sep 4 08:40 daisy
-r--r--r-- 1 root other 48 Sep 4 10:08 dewey
-r--r--r-- 1 root other 48 Sep 4 09:08 donald

/etc/utmp+: <entries for diskless cnodes are created once the cnode

boots>
total 4
-rw-r--r-- 1 root root 288 Sep 4 08:50 daisy
-rw-r--r-- 1 root root 288 Sep 4 10:52 dewey
-rw-r--r-- 1 root root 288 Sep 4 09:52 donald
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/etc/wtmp+:

<subfiles emst for each cnode only if explicitly created,

u.e., log into “donald” and type “touch /etc/wtmp”>

total 4
“TW-TW-TW- 1 adm

/hp-ux+:

total 3254
-“ITWXI-XIr-X 1 root
~TWXI~-XI-X 1 root
“TWXr-XIr-X 1 root

/usr/adm+:

total 4

drwxr-xr-x 3 adm
drwxr-xr-x 3 adm
drwxr-xr-x 3 adm

/usr/bin/cancel+:
total 156
-r-sr-sr-x 1 1lp
-T-Xr-Xr-x 1 bin

/usr/bin/ct+:

total 200
-r-Sr-Xr-x 1 root
-I-Xr-Xr-x 1 bin

/usr/bin/cu+:

total 132
-r-8r-Xr-x 1 root
-I-Xr-Xr-x 1 bin

/usr/bin/disable+:
total 156
-r-sr-sr-x 1 1p
-r-XIr-XIr-Xx 1 bin

/usr/bin/slp+:
total 60
-r-XIr-xXr-x 1 bin
-r-Xr-xr-x 1 bin

adm

other
other
other

adm
adm
adm

bin
bin

other
bin

other
bin

bin
bin

bin
bin

1440 Sep 4 08:50 daisy

880637
769844
769844

1024
1024
1024

77112
71

99876
65

64940
66

76912
67

28084
55

Sep
Sep
Sep

Sep
Sep
Sep

Sep
Sep

Sep
Sep

Sep
Sep

Sep
Sep

Sep
Sep

»

'S

08:
10:
09:

08:
10:
09:

08:
08:

08:
08:

08:
08:

08:
08:

08:
08:

46
14
14

35
31
31

41
41

44
44

44
44

41
41

41
41

daisy
dewey
donald

daisy
dewey
donald

localroot
remoteroot

localroot
remoteroot

localroot
remoteroot

localroot
remoteroot

localroot
remoteroot
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/usr/etc/yp/ypserv.log+:

total O

/usr/etc/yp/ypxfr.log+:

total O

/usr/lib/cron/FIFQ+:
total O

prw------- 1 root
prw------- 1 root
prw------- 1 root
/usr/lib/cron/log+:
total 4

~TW-TW-TW- 1 root
~TW-TW-TW- 1 root
~TW-TW-TW- 1 root

<created for each cnode when “cron” is run from the

cnode>
root 0
root 0
root 0

<created for each cnode
cnode>

/usr/1ib/libgkssb.a+:

total 502
-r--r--r-- 1 bin
-r--r--r-- 1 bin

/usr/lib/libsbl.a+:

total 1926
-r--r--r-- 1 bin
-r--r--r-- 1 bin
/usr/lib/lpsched+:
total 212
-r-Sr-sr-x 1 root
-T-XIr-Xr-x 1 bin

/usr/lib/uucp/uucico+:

total 326
-I-Sr-Xr-x 1 uucp
-IT-XI-XI-X 1 uucp
/usr/spool/cron+:
total 4

drwxr-xr-x 4 root
drwxr-xr-x 4 root
drwxr-xr-x 4 root

root 417
root 61
root 61
bin 132820
bin 121344
bin 528036
bin 446528
bin 105536
bin 202
other 162596
other 199
sys 1024
sys 1024
sys 1024
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4 10:32
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Sep
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Sep

Sep 21
Sep 21

1987
1987

Sep 4
Sep 4

08:41
08:41

08:
08:

44
44

Sep 4
Sep 4

Sep 2
Sep
Sep 4

08:
10:
09:

43
12
12

'S
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localroot
remoteroot

localroot
remoteroot

daisy
dewey
donald



Subsystem Administration

System Accounting

System accounting has not changed. /usr/adm is a CDF, so system accounting
will be done on a per-cnode basis within the cluster. Disk usage accounting is
only done on the root server.

Mail

Mail can be sent via either sendmail or UUCP. In either case, the mail subsystem
is set up so all mail transactions appear to occur on the root server. Mail from
another system to a cnode in the cluster should be addressed to that same user
on the root server. For example, if joe on a non-cluster system wishes to send
mail to jme on the example system donald, it should be sent to the following
address: daisy!jme, since daisy is the server for the cluster.

Non-local mail from a user on any cnode will appear to have originated on the
server node. Local mail originating from any cnode will be handled as if it were
local mail on the server node.

LP Spooling

All printers on the root server can be added to the lp spooler system. Requests
can be spooled from any cnode, but the scheduler runs on the root server only.
Spooled printers cannot be attached to diskless cnodes.

uucpP

Although all UUCP lines must be on the root server, UUCP transfers can be
initiated from any cnode. UUCP is described in the Concepts and Tutorials
article called “UUCP”.

Cron

The /usr/spool/cron directory is a CDF, meaning each cnode has its own copy
of cron files.
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System Startup and Shutdown

From the time you switch on power to the computer until you have successfully
logged in, many tasks are performed automatically by the system. These tasks
include: testing the computer hardware, loading and initializing the operating
system, communicating messages to the user(s), and running scheduled routines.

To manage your HP-UX system effectively, you must understand which tasks are
performed at which times.

This chapter provides you with a description of the computer’s activities from
power-up through successful completion of the login routine. This chapter also
provides a step-by-step procedure for a controlled shutdown of your system and
for a system recovery. Throughout this chapter, you will learn about features of
HP-UX that can ease your role as system administrator.

System Startup Functions

System startup, often referred to as booting the system, is getting your computer
from a powered down state to a functional state where HP-UX is running and
ready to take input.This section of the chapter tells how to get your system to a
usable state (how to boot the system), and discusses the sequence of events that
happens internally (what you don’t see on your screen, but what is happening to
get your system to the usable state).

The bootup sequence is slightly different depending on whether you have a
standalone machine or a diskless node on a cluster of machines. The sequence
is the same for a standalone machine and for the root server on a cluster of
machines. For information on booting a diskless cnode refer to the section
“Booting a Cluster”.
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Booting the System (Standalone or Root Server)

This section explains the steps you must follow to boot your system. The details
of each step (that is, what happens internally) are discussed in later sections.

System startup is made possible through a piece of software called the boot ROM
(Read Only Memory). It was specifically developed to support a wide variety
of present and future Hewlett-Packard operating systems. Different operating
systems use different aspects of the boot ROM; the following description of the
boot ROM’s operation focuses on its use with HP-UX.

If you are unfamiliar with the Series 300 boot ROM, read the section later in this
chapter called “The Boot ROM” before continuing. This will ensure that the
correct operating system and system console are found during the boot procedure.

1. Turn power on to the hard disk drive containing the HP-UX operating
system. Wait until the disk drive is ready before continuing with the next
step. (Refer to the operator’s manual for specifics on when your disk is
ready.)

2. Turn power on to all peripherals connected to your computer. If your
system has an I/O expander, make sure that power to the expander is
also turned on.

3. Turn power on to your Series 300 computer.

The boot ROM will send messages to your screen. F igure 3-1 shows a
typical display of the boot ROM’s operation. The display varies depending
on the version of the boot ROM.
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Copyright 1987, :HP7946, 1400, 0, O

Hewlett-Packard Company. 1H SYSHPUX

All Rights Reserved. 1D SYSDEBUG
1B SYSBCKUP

BOOTROM Rev. C

Bit Mapped Display

MC68050 Processor

Keyboard

HP-1IB

HP98620B

HP98644 at 9

HP98625 at 14

HPO8643 at 21, 080009000001

4182016 Bytes

SEARCHING FOR A SYSTEM (RETURN To Pause)
RESET To Power-Up

Figure 3-1. Boot ROM Display

1. Choose the correct operating system. If you are booting in unattended
mode this step is automatic. If you are booting in attended mode you will
need to enter the correct operating system (for example by pressing 1H).
Refer to the section called “The Boot ROM” for information on finding
an operating system and on finding the system console.

Once the operating system (HP-UX) is found, the screen will clear and
the messages, including “Booting /hp-ux”, will appear. The screen will
clear again, and a series of messages will appear. Figure 3-2 shows parts
of a typical display.
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CONSOLE is ITE
ITE + 1 port(s)
MC68020 processor
Internal HP-IB Interface - System controller at select code 7
HP98644 RS-232 Serial Interface at select code 9
HP98625B High-Speed HP-IB Interface - system controller at select code 14
HP98643 LAN/300 Link at select code 21
Bit Mapped Display at 0x560000
HP98620B DMA
real mem = 4182016
using 10 buffers containing 40960 bytes of memory
Local Link Address = (hex) 080009003626
Root device major is O, minor is Oxe0210
Swap device table: (start & size given in 512-byte units)
entry O - auto-configured on root device; start=2840, size=127976
-~ BATTERY BACKED REAL TIME CLOCK
avail mem=3624960
lockable mem=3522560
copyright information
/etc/bcheckre:
/etc/fsclean: /dev/dsk/0s0 (root device) ok
File system is 0K, not running fsck
/etc/bre:
/etc/re:
Is the date Fri Jun 19 10:53:58 MDT 1987 correct? (y or n, default: y)

Figure 3-2. Messages during Bootup

Take the time to read your display. It is informative and will tell you
about many possible error conditions.
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2. Input the date and time information requested.

You will be prompted to confirm and, if incorrect, set the date. If the
date and time are correct, press the key. If you do not respond
within 10 seconds the system assumes the date and time are correct and
continues the boot process. If the displayed date is incorrect, respond
to the prompt with [n] [Return]. You will then be prompted to enter the
correct date. Respond by typing the date in the format shown below:

MMddhhmm{yy}

For more information on setting the date, refer to the chapter on “Periodic
System Administrator Tasks”, the section “Setting the System Clock”.

3. Log into your system.
You will see a login prompt. The system is now ready for use.

On single-user systems or small multi-user systems, you may wish to allow any
user to power up the system. If this applies to your system, write a short
document that describes the procedure for booting HP-UX (and changing system
run-levels if it applies) and distribute the document to all users. Knowing
the specific details of your system—the hardware, configuration files, system
states, and needs at your installation—should enable you to write a streamlined
procedure for your users. This can ease your administration tasks and provide
system users with more flexibility. Typically the system may be booted by simply
turning on power to peripherals and the computer.

Booting a Cluster

This section deals with booting a cluster and booting a diskless cnode within
a cluster. If you are not familiar with HP-UX clusters, refer to the section on
“Cluster Concepts” in the Concepts chapter.

Cluster Startup

The root server must be booted first. Boot the root server the same way you
boot a standalone system.
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Booting the Diskless Cnode

Each diskless cnode on the cluster requires a Rev B or later boot ROM. This
boot ROM enables the cnode to boot across LAN.

If you wish to boot in unattended mode (i.e., an automatic boot), make sure all
the following are true:

m there is no disk attached to your diskless cnode that contains a bootable
system.

Although this is not normally the case, it may be that you run the
workstation part-time as a standalone system and part-time as a diskless
cnode.

m the cnode is part of only one cluster

This means that only one root server on the cluster’s LAN has and entry
in the /etc/clusterconft file for your cnode.

Refer to the section “Selecting an Operating System” for a list of the operating
system search sequence.

If you wish to boot in attended mode, press the space bar to force a selection
menu on your screen. You must boot in attended mode if your cnode is part
of more than one cluster on the LAN. That is, if more than one root server has
an /etc/clusterconf file containing an entry for your cnode, you must boot
in attended mode. This is because you cannot depend on the order of finding
operating systems on the same LAN. Refer to the section “Selecting an Operating
System” for details on attended mode.

Before you can boot across the LAN, you must add the cnode to the cluster
using reconfig, and the root server must be booted, clustered, and have the
boot server running. For more information on adding a cnode to the cluster,

refer to the section “Adding a Cnode” in the chapter “Customizing your HP-UX
System?”.
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Overview of Internal Functions of System Startup

When you boot the system (described above), many things happen that you do
not see on your screen. The “behind the scenes” startup for the typical HP-UX
system follows the stages listed below (refer to Figure 3-3). Each is described

later:

1.

The boot ROM is started. It tests the hardware and loads a secondary
loader.

Control transfers to the HP-UX operating system.
HP-UX starts a process called init.

init brings the system to the default run-level, as specified by the
initdefault entry in the /etc/inittab file. As shipped, this will be
run-level 2.

The init process also runs the /etc/bcheckrce, /etc/bre, and /etc/rc
command scripts.

init starts processes called gettys that give login prompts on terminals.

A user logs in.

System Startup and Shutdown 3-7



Turn power on
to your computer

!

Boot ROM
HP-UX loads
Init starts.
This includ etc/bre
Executes "bootwait" jeg———o is includes /etc/
entries in inittab and /etc/beheckre

'

Init runs /etc/rc

!

Init starts
run-level 2
processes

Figure 3-3. Boot-Up Sequence

The Boot ROM

When you turn your computer on, the boot ROM goes through the following
sequence: -

1. Checks for and tests interface cards, RAM, and internal peripherals (refer
to your computer’s installation guide for a description of these tests)

2. Searches for and assigns an input device (keyboard) and an output device

(display) to use as a console (refer to the section “Selecting a System
Console” later in this section).
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3. Polls all supported mass storage devices and LANs connected to the
computer to search for an operating system to boot (refer to the section
“Selecting an Operating System” later in this section)

4. Loads the first bootable operating system found (unattended mode) or
the operating system chosen (if attended mode)

5. Passes control to that operating system. Once the operating system (in

this case, HP-UX) gains control, many tasks are performed. Later sections
describe these tasks.

Selecting a System Console

The system console is the first keyboard and display (or terminal) found by the
boot ROM. It is given a unique status by HP-UX and associated with the special
device file /dev/console. All boot ROM error messages, HP-UX system error
messages, and certain system status messages are sent to the system console.
Under certain conditions (for example, the single-user state), the system console
provides the only mechanism for communicating with HP-UX.

The boot ROM and HP-UX operating system assign the system console function
according to a prioritized search sequence. HP-UX’s search for a system console
terminates as soon as one of the following conditions is met:

1. A built-in serial interface, HP 98626A, HP 98628A!, HP 98642A, or HP
98644A RS-232C serial interface is present with the remote bit? set. If
more than one serial interface card with its remote bit set is present, the
one with the lowest select code is used. In the case of the HP 98642A
(4-channel multiplexer), port 1 is used.

The HP 98628 A Datacomm Interface Card with its remote bit set is not supported
as a remote console by the boot ROM; however, it is supported as the system
console by the HP-UX operating system. Therefore, when an HP 98628A card
is used and has its remote bit set, the boot ROM sends messages to the next
console found, but HP-UX sends its messages to the terminal associated with the
HP 98628A card. This configuration is not supported.

On the HP 98626A Serial Interface board the remote switch is set by cutting a
jumper as described in the installation manual supplied with your computer. On
the HP 98628A, HP 98642A, HP 98644A, and built-in RS-232 interface cards the
remote bit is set by setting a switch on the board as described in each board’s
installation manual.
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2. An internal bit-mapped display is present (internal bit-mapped displays
are not associated with any select code so there can be only one internal
bit-mapped display). This is true if any of the following is present:
Model 310 built-in video output, HP 98542A, HP 98543A, HP 98544A,
HP 98545A, HP 98547A, HP 98548A, HP 98549A, HP 98720, or HP
98550A boards. Note that an HP 98700H display station can have its
display interface card (HP 98287A or HP 98720) configured for internal
or external control. If it is configured for external control, it is never
chosen.

3. An external bit-mapped display with select code 132-255 is present. This
can be any of the following: HP 98548, HP 98549, or HP 98550. They
are selected in order of increasing select code.

4. An HP 98546A compatibility video interface is present.

5. A built-in serial interface, HP 98626A, HP 98628A, HP 98642A, or HP
98644A RS-232C serial interface is present without the remote bit set.
If more than one is present, the one with the lowest select code is used.
In the case of the HP 98642A (4-channel multiplexer), port 1 is used.
The boot ROM does not recognize the HP 98628 serial interface card as
console when this condition is met; however, HP-UX does.

If none of the above conditions are met, no system console exists. While the boot
ROM tolerates this, HP-UX will not.

Line Control Switch Pack Settings

The boot ROM requires that the Line Control Switch Pack settings on the HP
98626A RS-232C Serial Interface card be set to the same setting as your remote

terminal. HP-UX resets these values to system defaults on log in. These values
are as follows:

Stop Bits should be set to 1.

BaudRate should be set to 9600 bps.
Parity /DataBits should be set to 0’s/7.
Enq/Ack should be set to NO.

Pace (Handshake) should be set to XON/XOFF.
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To make the above settings on your HP 98626A Serial Interface card, set your
cards’ Line Control Switch Pack (U-2) switches as shown in Table 3-1:

Tabie 3-1. Line Control Switch Pack Settings

Bit0 | Bit1 | Bit2 | Bit3 | Bit4 | Bit5 | Bit 6 | Bit 7
1 1 0 0 1 0 1 0-

Additional settings for Handshake Type bits 6 and 7 of the Line Control Switch
Pack are shown in Table 3-2:

Table 3-2. Additional Line Control Switch Pack Settings

Bit 6 | Bit 7 Handshake Type
0 0 ENQ/ACK
1 0 XON/XOFF
0 1 NO HANDSHAKE
1 1 NO HANDSHAKE

Note that the other switch settings for the Line Control Switch Pack on the
HP 98626A card are defined in the installation guide supplied with that card.

Selecting an Operating System

When more than one operating system is present both the location of the
operating systems and the type of media on which they are stored determine
which operating system is loaded. Operating systems can be on different mass
storage media connected to the computer you are booting, or can be located on
root servers on your computer’s local area network (LAN).

The boot ROM has two modes for selecting an operating system: attended and
unattended. In attended mode, you can select the operating system to boot
from all the operating systems found on the mass storage devices. In unattended
mode, the boot ROM automatically boots the first operating system in its search
sequence.
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If for any reason, the boot ROM is unable to find and load an operating
system, informational and/or error messages are displayed on the system console.
These messages are described in the “Boot ROM Error Messages” section of the
hardware installation manual supplied with your HP-UX system.

Unattended Mode

Use the unattended mode of booting if you have only one bootable operating
system on line, or if you know the operating system you wish to boot is the first
operating system the boot ROM will find.

The boot ROM searches a prioritized list of select codes. This includes LAN
cards, disks, and other peripheral devices. The first operating system found on
one of these devices will be booted. If no operating system is found, the list will
be searched again until a system is found. This means that disks not found at
power-up will be found after their initialization is complete.

To boot the operating system:

m Make sure the desired operating system is the first system found, following
the prioritized list below.

m Make sure the device holding the operating system is fully powered up and
has achieved a ready state before powering up your Series 300 computer.
If the disk drive has not completed its power-up sequence (which may
require several minutes on some disk drives), the boot ROM will not be
able to access the disk and load the system. If you are booting a diskless
cnode, make sure the root server has completed the bootup sequence,
including clustering and boot daemons.

To find an operating system, the boot ROM uses the following search sequence:

1. Any external disk at select codes 0-31, with bus address, unit number,
and volume numbers of 0.

2. SRM at Select Code 21, Volume 8.
3. LAN at Select Code 21.

If there are multiple remote servers at the same select code, the first server
to respond is the first system listed on the menu (if attended mode) or

the remote system selected (if unattended mode). This can change each
time you boot your system.
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HP 98259 (Bubble Memory) at Select Code 30.
HP 98255 (EPROM card) on Unit 0.
ROM systems (for ROM-based operating systems).

NS G ke

Other external disks at Select Codes 0 through 31, not bus address, unit
number, and volume number of 0.

8. Other Shared Resource Managers at Select Codes 0 through 31 (not Select
Code 21, Volume 8).

9. Other LANSs, not at select code 21.
10. HP 98259 (Bubble Memory) on Select Code 0 through 29.
11. Remaining HP 98255 (EPROM cards).

Multiple units at the same select code and bus address are searched before moving
to the next ascending select code or bus address. Thus, an HP-UX system on the
root mass storage device at select code 14, bus address 0, unit 0, is found and
loaded before any operating systems at select code 14, bus address 0, unit 1.

Note that you must have boot ROM rev C or later to boot from a SCSI disk
drive. At rev C, SCSI disk drives are treated the same as any other disk drive.

You must have boot ROM rev B or later to boot across a local area network
(LAN).

Attended Mode

If you do not want to default to the first operating system found by the boot
ROM, you must enter the attended mode of selection.

You enter attended mode by typing a space, [Return], or any letter or number,
during the time before a default system is found, but after the keyboard has been
initialized. You can tell when the keyboard has been initialized because the word
Keyboard appears on the screen. The character used to enter attended mode is
used as part of the string to select the operating system.

The best way to enter the attended mode is to hold down the space bar until
the word Keyboard appears in the installed interfaces list on the left side of the
screen.

System Startup and Shutdown 3-13



When attended mode is activated, the boot ROM displays a boot selection menu.
This menu lists all accessible operating systems as the boot ROM finds them. The
operating systems will be displayed by their names, listed under a mass storage
device name and address. If you are booting a diskless cnode, the root server (or
servers) will be listed similar to: :LAN, 21, root_server_name.

Using Attended Mode to Boot the Backup Kernel

On bootup press the space bar to get into the attended mode. On the right
column of the bootup screen, you will see one or more operating systems.
The possible HP-UX operating systems are SYSHPUX, SYSDEBUG, and
SYSBCKUP. SYSHPUX contains a pointer to the file /hp-ux (the kernel).
SYSBCKUP contains a pointer to the file /SYSBCKUP (a backup kernel).
SYSDEBUG is used only for device driver writing. For example, if you have
both an HP-UX kernel (shown as SYSHPUX) and an HP-UX backup kernel
(shown as SYSBCKUP) on a 7946, at select code 14, bus address 0, unit number
0, the following will appear on the menu:

:HP7946, 1400, 0, O
1H SYSHPUX
1B SYSBCKUP

Select the backup kernel by typing 1B.

Duskless cnodes should not use the SYSBCKUPoption. If your diskless cnode cannot
boot from it’s normal kernel, then you should create a new kernel for the cnode
(from the root server). Kernel creation is described in the chapter “Kernel
Customization”. To create a kernel for a cnode from another cnode, you must use
the config command, not the reconfig command. You must explicitly put the
kernel into the correct version of /hp-ux using the guidelines given in “Cluster
Concepts” in the chapter called “System Management Concepts”.

If you are in unattended mode, SYSHPUX is the HP-UX operating system the
boot ROM will load.
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Note If you depend on the boot ROM’s search sequence to boot a
default system, make sure the mass storage device containing the
operating system has completed its power-up cycle and is ready
for use before powering up the computer. The order in which the
operating systems are found depends on both the search sequence
and on the availability of the mass storage devices. You cannot

depend on the order of finding multiple remote servers across
LAN.

Using Attended Mode to Boot a Diskless Cnode

If you have a computer that has its own bootable system, and can be a member
of a cluster, then you must get in to the attended mode to boot into the cluster.

For example, if you have an HP7946 disk drive with HP-UX, and you are able to
boot to a cluster, you will see the following on the right part of the menu:
:HP7946, 1400, 0 O
1H SYSHPUX

1D SYSDEBUG
1B SYSBCKUP

'LAN, 21, daisy
2H SYSHPUX
2D SYSDEBUG

~ 2B SYSBCKUP

To select the HP-UX operating system on the root server, named daisy, you
would type 2H.

If you have trouble booting across the LAN, refer to the “Troubleshooting”
appendix.

HP-UX Takes Control

Once the HP-UX operating system has been found and loaded successfully, many
tasks are performed automatically by HP-UX. The first task is to search for the
root file system. The root file system is the portion of the file system that forms
the base of the file system hierarchy (that is, the portion of the file system on
which other volumes can be mounted). The root file system contains the files
required for HP-UX to properly run (for example, the kernel in /hp-ux). This
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is generally the disk you booted from. In the case of a diskless cnode, this is the
root disk of your computer’s root server.

Note The documentation which follows describes the operation of
the system as shipped to you; however, by altering certain
configuration or system files, any of the following procedures can
change. If, for example, you write your own /etc/rc script, the
paragraphs which follow may no longer apply.

HP-UX Starts the Init Process

After finding the root file system, HP-UX sets up its first process, /etc/init.
The /etc/init process becomes process ID one (1) and has no parent. For
more information on processes, refer to the chapter called: “System Management
Concepts”.

The init process reads a configuration file called /etc/inittab. Each line in the
file /etc/inittab describes an activity for the system to perform when entering
a given run-level. A run-level can be described as a set of processes allowed to
run at a given time.

If initdefault is not specified, then init will prompt the user for a value when the
system reaches this point. After init begins, as it makes the first transition into
run-levels 0-6, all entries marked boot or bootwait are executed. This includes
executing the bcheckrc and brc programs.

/etc/bcheckrc

The /etc/bcheckre (Boot CHECK Run Command) program checks to see if
the system was properly shutdown. To determine if the system was properly
shut down, bcheckre calls the fsclean program (refer to Figure 3-4. fsclean
checks each file system of type hfs in /etc/checklist to see if there might be
a consistency problem. To do this, fsclean looks at a flag called the clean byte
in the primary superblock of each file system. When a file system is created,
the clean byte flag is set to FS_CLEAN. When the file system is mounted (using
the mount command), the clean byte flag is set to FS_OK. During a normal
shutdown (that is, during execution of the reboot or shutdown command), the
clean byte is reset to FS_CLEAN. So, under normal conditions, the file system
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can be unmounted and set to FS_CLEAN, or mounted and set to FS_OK. (Refer
to “Shutting Down the System” later in this chapter for more information.)

If, when fsclean checks the clean byte, it finds the file system is unmounted
and set to FS_OK, then the file system might be in an inconsistent state (due
to a crash or other incorrect shutdown). In this case bcheckre will run fsck
automatically using the preen mode. This will correct most errors found. Refer
to the discussion on the preen mode in Appendix A of this manual.

On a system with multiple file systems, you may see the system come up, run
fsck, reboot, then run fsck again. The first £sck fixes the root volume, the
second fsck fixes all the additional, as yet unmounted, disks. Anytime fsck
makes changes to the root (/) file system the system must be rebooted to force
the memory resident disk information to be consistent with the changes fsck
made to the disk. The system will reboot automatically. The second fsck does
not cause the system to reboot because the file systems it fixes are not mounted.

If the fsck command run from bcheckrc fails for any reason, bcheckrc starts
a shell with the prompt (in bcheckrc)#, along with instructions to run fsck

manually. If this occurs, you must run fsck to ensure the integrity of your file
system.

Some file system problems must be fixed manually because of the risk of data
loss. When you have completed running the manual £sck, you may be instructed
to reboot the system. If you are instructed to reboot, you must reboot the system,
using reboot -n, to ensure the integrity of your system. If fsck does not tell

you to reboot, simply exit the shell by typing (CTRL] D). The bcheckrc program
will then proceed.
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/ete/beheckre
starts

run fsclean

run fsck

Figure 3-4. Flow of /etc/bcheckrc Pro-
gram

/etc/brc
The /etc/brc program performs the following tasks (refer to Figure 3-5):
m sets the system PATH variable

m downloads the floating point microcode if your system is set up for the
floating point accelerator

m removes the /etc/rcflag file (used later as a check for startup condition)

m checks for, and removes, the /etc/mnttab file on a standalone or root
server system. The /etc/mnttab file contains a list of mounted file
systems. This file will be re-created later when /etc/rc re-mounts the
file systems.
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/etc/bre
starts

/dev/fpa and
/ete/fpaload
exist?

download
fpa microcode

remove
/etc/reflag

system either remove
a standalone or
a root server /etc/mnttab

no,
diskless cnode

Figure 3-5. Flow of /etc/brc Program

Init Brings the System to Run-Level 2

Once the booting processes have run, init comes up in the initdefault run-level
as defined in /etc/inittab. As shipped, the initdefault run-level is run-level 2.
Refer to the init(1M) and inittab(4) entries in the HP-UX Reference for more
information.

Each time init changes run-level, either at boot time or when invoked manually,
/etc/inittab is read. After reading /etc/inittab and signaling processes as
required, a line in /etc/inittab invokes /etc/rc.
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A file called /etc/rcflag is removed at boot time (with the /etc/brc program)
and during a system shutdown (with the /etc/shutdown script). The /etc/rc
script checks for the existence of /etc/rcflag to determine whether to perform
system initialization and to start various daemon (background) processes.

letc/rc

The /etc/rc script performs many functions, depending on the status of the
machine (refer to Figure 3-6 and Table 3-3).

The /etc/rc script consists of a main script program and several shell functions
(a shell function is essentially a subroutine in a shell program). The main program
checks to see if it is boot time. If so, it determines if you are running as a
standalone system, a root server, or a diskless cnode. It then calls shell functions
applicable to your system. When finished, it calls a shell function called localrc.
This is the shell function you should use to customize the /etc/rc script. It
should contain any tasks you wish to perform that are not part of the standard
/etc/rc functions.

In the localrc shell function, you can add commands you wish to perform every
time the system is booted or whenever there is a change in run-level which init
does not handle.

The /etc/rc script sets your system host name in the variable called
SYSTEM_NAME.

The /etc/rc script performs the functions shown in Table 3-3, depending on
your system state (standalone, root server, or diskless cnode). Note that some
commands (for example cron) may not be available or installed. The /etc/rc

script checks for the existence of all such commands before attempting to run
them.
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Table 3-3. /etc/rc functions

Function

Stand-
alone

Root
Server

Diskless
Cnode

initialization: set TZ and other variables, setup vt gateway
local functions: any functions you put into the script

set the date

create the /etc/setmnt file

mount all hfs volumes listed in the /etc/checklist file
start the syncer

start the lp scheduler

clean uucp and editor files

start networking

start swapping to all swap devices in /etc/checklist
start cron

start pty allocation daemon

start vtdaemon

list files found in /tmp and /usr/tmp directories

clean accounting logging files

start CSPs

start the remote boot daemon

>

T T T o T o T o B - B B A e

X

T T R A T o T o - T B B S B

X
X

T R R ST T
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/ete/rc
starts

set path

does
/ete/reflag
exist
?

not boot time

if yes, then 1st time
in numbered run-level

® creote /etc/rcflag

® call initialize routine

® determine if standalone,
diskless cnode, or
root server

® set HP-UX hostname

perform root
server functions

if no, then it is

print dote

Exit

root server diskiess cnode

perform diskless
cnode functions

standalone

perform standalone
functions

@® perform localized
functions

® print date

Exit

Figure 3-6. Flow of /etc/rc Program
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Init Spawns gettys to Cause a Login Prompt

Once /etc/rc has finished its run-level 2 execution, control returns to / etc/init
which now executes the commands from the command field of all run-level 2
entries in /etc/inittab. Typically, /etc/inittab’s run-level 2 command field
entries consist of /etc/getty commands, one for each terminal on which users
are to log in. This sets up, on each terminal, the process that runs the login

program and eventually runs the shell program once someone successfully logs
in.

The /etc/inittab entries are of the form:

id:rstate:action:process

where id is a unique two-character identification code, rstate specifies the run-
levels to which this entry applies, action tells init what to do with the entry,
and process is an HP-UX command to execute. Run-levels are described in
inittab(4) of the HP-UX Reference.

The action respawn tells init to re-create a process at the console in the specified
run-levels, each time the last invocation terminates. Leaving the rstate field
empty (as shown below) will cause execution in all run-levels (0 through 6). The
example below sets up a getty process for the console in all possible run-levels:

co: :respawn:/etc/getty console H

As shipped to you, /etc/getty is invoked only for the system console in run-
level 2. You will need to customize your system by adding additional gettys to
/etc/inittab for each terminal supported by your system. (Refer to “Adding
Peripheral Devices” in Chapter 4 for more information.)

The /etc/getty command is the first command executed for each login terminal.
It specifies the location of the terminal and its default communication protocol,
as defined in the /etc/gettydefs file. It prints the /etc/issue file (if present)
and it causes the first login: prompt to be displayed. Eventually, the getty
process is replaced by your shell’s process (refer to the following section, “A User
Logs In”).

When that process is terminated (when you log out), the /etc/init process is
signaled and takes control again. The init process then checks /etc/inittab
to see if the process that signaled it is flagged as continuous (“respawn”). If
the process is continually respawned, init again invokes the command in the
command field of the appropriate inittab entry as described above (that is, the
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getty runs and a new login: prompt appears). If the process is not flagged as
continuous, it is not restarted.

Note

Do not add /etc/getty entries to /etc/inittab for terminals
which are not present (unless action is “off”. If you do, the getty
process will repeatedly send an error message to the console, wait
20 seconds, and then exit.

A User Logs In

The tutorials supplied with your system describe how to log in (gain access to
the system). This section describes the function of the operating system during
that process.

1. The login process begins when you type in a user name in response to the

login: prompt. Once the user name has been entered, /etc/getty
executes the login program with the user name as an argument;
/bin/login checks the name against the list of valid user names kept
in /etc/passwd.

. If the user name is valid, login checks to see if there is a password

associated with the user name (the encrypted form of the password is
stored in /etc/passwd). If there is a password associated with the
user name, the system prompts for a password. The password you
type in is encrypted and compared to the encrypted password stored
in /etc/passwd. If a valid user name is entered and that name has no
password associated with it, you are logged in without further prompting.

For security reasons, if the user name entered is invalid (it is not found in
/etc/passwd), the system still prompts you to enter a password before
denying you access to the system. This makes it more difficult for an
intruder to find and use a valid user name. Once access is denied, login
displays its login: prompt and waits for another user name to be entered.

If you wish to keep track of all bad login attempts, create a log file called
/etc/btmp by entering (while the root user):

touch /etc/btmp
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If this file exists, the system uses it to log unsuccessful login attempts.
You can read this file (using the lastb program) to help determine if
unauthorized users are attempting to login.

The system also keeps track of all successful logins and logouts in a log

file called /etc/wtmp: you can look at the login and logout information
using the lastb command.

. The login process sets your numeric user and group IDs. The values are

taken from the values supplied in the user ID and group ID fields of the
/etc/passwd file.

. The login process sets the current working directory to that supplied in

the home directory field in /etc/passwd.

. The login process executes (using the exec system call) whatever

command is present in the command field of your /etc/passwd entry.
Any command may be placed in the command field of /etc/passwd.
Typically, the command invokes a shell for the user. The most common
shells are /bin/sh, /bin/csh, /bin/ksh, and /bin/pam. If no entry
exists in the /etc/passwd command field, /bin/sh is executed by default.

. Assuming a shell was generated in step 5, the shell now executes the

system shell script. The system shell script sets up a user’s environment.
The possible system shell scripts are:

m /etc/profile if you use the Bourne shell (/bin/sh), Korn shell
(/bin/ksh), or the restricted shells (/bin/rsh and /bin/krsh)

m /etc/csh.login if you use the Berkeley C shell (/bin/csh)
m There is none for the PAM shell (/bin/pam).

As shipped to you, these scripts define and export the environment vari-
ables PATH, TZ, and TERM. Since /etc/profile and /etc/csh.login
execute for each user as he logs in and since the superuser (root) owns
these scripts, you (as system administrator) can modify /etc/profile
and /etc/csh.login to change and export each user’s default settings
for the environment variables. This is ideal for forcing the execution of
commands that each user should execute at login.
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7. The shell executes the user’s local environment script if it exists in the
user’s home (login) directory (note the “.” prefix which normally makes
these hidden files):

m .profile (for the Bourne shell and Korn shell),
m .login (for the C shell),
m .environ (for PAM).

Typically, the system administrator creates a local environment file for
each user. If you add users by using the reconfig program, reconfig
places a default environment file in the users’ home directory. Users may
customize their local environment on the HP-UX system by modifying
the local environment file.

C shell - In addition to executing .login, the C shell also executes the
file .cshre (if it exists) each time a new C shell starts. Many programs
(such as vi) allow you to start a shell from within the command. This is
called a shell escape. .chsrc would be re-run for a shell escape. .login
is executed only once, following the first execution of .cshre.

Korn shell - In addition to executing .profile, if you have the ENV
environment variable defined, the Korn shell will execute the file defined
by ENV each time a new ksh is started. This is similar to what the C
shell does as explained above.

8. Now that you have successfully logged in, the shell prints a prompt and
waits for your first command.

System Administration Mode

In addition to run-level 2, HP-UX comes with a system administration mode:
run-level s. If the initdefault entry in /etc/inittab is s, then immediately
you will get a Bourne shell at the console, logged in as root. The bootwait and
boot entries in /etc/inittab will not execute. These include /etc/bcheckre
and /etc/bre. In this run-level no gettys are issued, nor are any actions taken
by the script /etc/rc. Additionally, syncer and fsck do not get executed.

Run-level s is a system maintenance run-level. When you shut down your system
you will be in run-level s. Other than during system shutdown, run-level s is not

3-26 System Startup and Shutdown



recommended by Hewlett-Packard since certain processes that monitor and check
your system do not run in run-level s.

Booting Problems

Booting HP-UX (bringing up the system) should be a straight-forward process.
However, in case of any difficulties, the following helpful suggestions are provided:

m If for any reason, the boot ROM is unable to find and load an operating
system, informational and/or error messages are displayed on the system
console.  These messages are described in the “Boot ROM Error
Messages” section of Series 300 hardware installation manual.

® Remember that the mass storage device containing the HP-UX system
must be powered up and have achieved a ready state before powering up
your Series 300 computer. If the disk drive has not completed its power-
up sequence (which may require several minutes on some disk drives), the
boot ROM will not be able to access the disk and load the system.

m The boot ROM follows a specific search for the system console. Refer
to the section “Selecting a System Console”. If unsuccessful, it boots
without a system console (if autoboot is enabled).

m If you are attempting to boot across the LAN, refer to the “Troubleshoot-
ing” appendix.

m The /etc/bcheckrc script executes the fsck -P command at bootup to
check the file systems when the system was incorrectly shutdown. The
file system consistency check program (fsck) is vital to the maintenance
of your file system. If the file system becomes corrupt (whatever the
cause), continuing to use the corrupted file system invites disaster. For
this reason, if fsck finds serious file system errors it will prompt you to re-
run fsck interactively. Since it is the /etc/bcheckrc program prompting
you, you will see the prompt:

(in bcheckrc)#

You must run fsck on the corrupt file system to correct the errors. Refer
to Appendix A, Volume 2, “Using the fsck Command”, in this manual for
details on checking the file systems.

System Startup and Shutdown 3-27



Shutting Down the System

Improperly powering down the computer (or an “on-line” mass storage device)
can cause the file system to become corrupt. The reboot and shutdown
commands terminate, in an orderly and cautious manner, all processes currently
running on the system. This allows you to power down the system hardware
without adversely affecting the file system.

This section contains instructions for shutting down a system. The last subsection
discusses specifics on shutting down an HP-UX cluster. In general, standalone
systems and cluster root servers are treated the same.

Shutting Down for System Maintenance

To eliminate processes and activities on the system which could interfere with
system administration activities such as running fsck, the shutdown program
terminates all but the essential processes on the system, unmounts any mounted
disks listed in /etc/checklist, and puts the system in run-level s. It also will
optionally halt or reboot the system, using the reboot command.

To shutdown the system perform the following steps (if you are already in run-
level s you must use the reboot command as described in steps 4 and 5):

1. Log in as the superuser root.
2. Move to the root directory of the file system by entering the command:
cd /
3. Execute the shutdown command. The syntax is:
/etc/shutdown [ -h | -r 1 [ -d device ] [ -f 1if_file ] [ grace ]

The most common use of the shutdown command is simply to bring your
system to the system administration mode (run-level s). To do this, use
no options other than the grace period. The grace period (grace in the

syntax line) is the number of seconds you want shutdown to wait before
terminating all processes.

For example, if you wish to back up your system after giving your users
two minutes to log off, you should change to run-level s by typing:

shutdown 120
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After backing up the system, bring the system to normal operating run-
level with all the daemons and processes running by typing:

reboot
If the grace period is non-zero, shutdown prompts to see whether you
wish to send the standard broadcast message or enter your own message.
If you elect to send your own broadcast message, type the message on the

terminal. When you are finished typing the message, press (Retum). Then

press and hold the key as you press (D] to signify the end of the
message.

If grace_period is omitted, then after waiting 60 seconds, shutdown asks
if you want to continue.

Some additional tips on using the shutdown command:

m If you executed shutdown -h, the system will halt, printing a message
on the system console that says “halted”. You may now power down the
system. The only way to reboot after halting is to cycle power on the
system.

m If you have not executed shutdown -h, you did not halt the system. If
you wish to power down the system, you can halt the system by typing:

reboot -h

Halting or Rebooting the System

To prevent file system corruption, you should halt the system using the reboot
command. The reboot command provides not only a clean shutdown, but also
warns users of the event and allows time delays to permit users to complete work
in progress and log out.

1. Log in as the superuser root.

2. Move to the root directory of the file system by entering the command:
cd /
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3. Type the reboot command with the appropriate options. Refer to the
reboot(1M) page in the HP-UX Reference for a list and description of all
options. The most commonly used are shown in the following examples:

m If you wish to boot a new operating system (for example, to test
your recovery system), you can use the -d option to reboot. If your
recovery system is on the device associated with /dev/dsk/xxx,

type:
reboot -r -d /dev/dsk/xxx

You cannot reboot across the LAN using this option; you must
cycle power to reboot across LAN.

m If you wish to halt the system from run-level s with no daemons
or programs running, type:

reboot -h

m to halt the system at noon so you can install a new interface card
or other hardware, login as root and type:

reboot -h -t 12:00 -m "to install new expander"

This will periodically warn users of the approaching system
shutdown, then at 12:00 (noon) the system will halt. You can then
turn the power off, install the hardware, and reboot the system
by turning power back on.

m To reboot the system in 15 minutes to incorporate added optional
kernel features after running config, login as root and type:

reboot -t +15 -m "to add magtape driver, back in a minute"

This will warn users, and the system will reboot in 15 minutes.

Shutting Down a Cluster

The procedure for shutting down the root server differs from that of the diskless
nodes.
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Shutting down the root server (and/or the cluster)

Shutting down the cluster can be accomplished by shutting down the root server.

Both shutdown and reboot perform an orderly shutdown of the cluster when
executed from the root server.

Shutting down the root server will affect all other nodes in the cluster. Executing
shutdown on the root server will perform an orderly shutdown of all the nodes
in the cluster. When rebooting or setting the root server in single-user state, the
diskless nodes will be placed in auto-reboot mode. That is, they will attempt
to reboot and wait until the root server’s boot server program responds. When
halting the root server, each of the diskless nodes will be halted.

If you do not properly shut down your root server, or if the root server panics
for some reason, all diskless nodes in the cluster will panic. A panic is when
the kernel finds an unrecoverable error and sends a message to the console that
begins with the word panic.

Shutting down a Cnode

Shutting down a diskless node will not affect other nodes in the cluster. When
shutting down a diskless node, it is sufficient to notify system users, execute the
/etc/shutdown command, and then power down the system. As with any HP-
UX system, use the -h option if you wish to power down the system. If you do not
use the -h option when halting your cnode, the system will automatically come
back up if the root server is still running the boot daemon. reboot only acts
upon the local machine when executed from a diskless cnode. When executed
from the root server, however, it shuts down the entire cluster.
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Power Fail or Disk Crash Recovery

Since you have invested a significant amount of time installing HP-UX and
creating file systems, it is important to maintain the file system to ensure its
integrity for your users. Simple daily checks and procedures and correcting
problems before they become catastrophic will save you from remaking the entire
system. Backup procedures are discussed in Chapter 5, the section “Backing Up
and Restoring the File System”. If these procedures are followed on a regular
basis, a power failure or disk crash should not be catastrophic.

Likewise, during installation of HP-UX, you were encouraged to create a recovery
system. The recovery system will be very important if your system problems are
serious enough that the normal system will not even boot. Details on creating
and using a recovery system are contained in Chapter 4 of this manual. Unless
your disk has already crashed, it is not too late to create a recovery system right
now. Take the time for this very important procedure. Note that you can create
a recovery system only on cartridge tape.

If your electricity goes off or if you accidentally pull the plug on your standalone
or cluster root server system, the computer simply stops. However, because the
system was not shut down using the shutdown or reboot command, fsck will
run during the next bootup.

If you unplug or power off a diskless cnode in a cluster, the rest of the cluster
will continue transparently. A slight delay (hang) may occur on surviving cnodes
(including the root server). This delay will happen only if the failed cnode had
been claiming a resource at the time of the power fail. ‘

If your hard disk crashes or the power fails, then try to boot and run fsck. (Refer
to Appendix A in Volume 2 and to this chapter, the section “HP-UX Starts the
Init Process”.) If you can’t boot, use your recovery system. If none of the above

work, then call your HP support engineer or re-install and restore your system
from backups.

If you receive a system panic message and the system produces a dump, you
should write down the system panic message. If you do not know what caused
the problem, you should call your Hewlett-Packard support personnel. This

information, along with the configuration of the system, should be given to your
local Software Engineer.
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4

Customizing the HP-UX System

After you have installed your system, you may want to customize the system.
Customizing your system means one or more of the following:

m Preparing your system to talk to a new peripheral device such as a printer

or disk drive.

m Creating init run-levels that contain all procedures you wish executed.

m Changing any of several configuration files.

m Creating a recovery system.

m Adding or removing optional software.

m Adding security to protect your system.

m Creating an HP-UX cluster.

m Adding a node to an HP-UX cluster.

All of these are optional. However, it is strongly suggested that you do at least
the following:

m Create a recovery system.

m Add security to protect your system.
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There are four programs you can use to customize your system: mklp, mkdev,
reconfig, and config. These programs overlap as shown in Figure 4-1. The
procedures documented for each customization task will help you decide which
customization program is best for your situation. In general, HP recommends
using the reconfig program wherever possible, and using the other customization
programs only where reconfig does not have the functionality.

/etc/reconfig

add/remove users
set up cluster environment
add/remove cnode

/etc/mklp

set up

/etc/config

kernel device
drivers

Ip spooler

swap configuration

configurable o.s.
parameters

set up printers

set up terminals
set up modems

set up disk drive
set up tape drive
set up plotter

set up digitizer
set up optical disk

/etc/mkdev

Figure 4-1. The Four Customization Programs
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Changing the HP-UX Environment Files

The system boot and login processes provide many opportunities to customize the
environment in which your system operates. Customization is achieved primarily
by altering the contents of one or more files known as environment files. The
following list summarizes the files that you may want to alter and identifies the
types of changes you may want to make. Use these suggestions in conjunction
with Chapter 3, the section “System Startup Functions”, to determine which files
to modify. All of the files listed here have versions that were shipped with your
system. Unless stated otherwise, these are text files.

Because customers often change the contents of the files, update will not
overwrite them. When you update your system to a new version of HP-
UX the update program will put many of the environment files into the
/etc/newconfig directory. When you update your system you should check
the /etc/newconfig directory to compare the new files with your versions. You
may wish to edit the new versions to customize them, then move them to the

/etc directory. The /etc/newconfig/README file contains information about the
files in /etc/newconfig.

Caution The system may not boot if some entries in /etc/inittab,
/etc/rc, and /etc/passwd are modified. Also, do not modify
the structure of CDF's in an HP-UX cluster.

/etc/inittab

This file contains entries for the different run-levels (supplied or created) on
your system. Refer to “Creating System Run-Levels” in this chapter and to the
“System Startup and Shutdown” chapter.

When you add a new remote terminal to your system you also must add a getty
entry to /etc/inittab. The entry should be of the form:

04:2:respawn:/etc/getty tty04 H #Terminal at rob’s desk

This ensures that every time you boot the system the remote terminals will receive
alogin: prompt. If you use the reconfig program to add a terminal, reconfig
will add the correct getty line into /etc/inittab. For more information on
getty entries refer to the section on adding terminals in the “Adding Peripheral
Devices” section in this chapter.
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If you are in an HP-UX cluster, this file must be a CDF. The CDF will contain
one subfile for each cnode.

/etc/rc

This shell script defines miscellaneous actions to be taken during the bootup
procedure. The “System Startup and Shutdown” chapter lists the tasks this
script performs.

Jetc/passwd

This text file identifies the user name, real user and group IDs, home (login)
directory, and execution command for every valid user on the system. The
execution command is the command executed when the user correctly logs in.
You must add an entry to this file for each new user who is added to your system.
Refer to “Adding/Removing Users” in Chapter 5.

/etc/group

This text file identifies the users that form a group. It associates group IDs
with group names. It also contains a list of users and associates those users
with a group name and a group ID. Refer to “Creating Groups/Changing Group
Membership” in Chapter 5.

/etc/motd

This text file (Message Of The Day) contains messages that are printed to each
user when he logs in. If you have a message that you want every user to read
(such as a message specifying a new system update), write the message in this
file by using a text editor. As each user logs in, the message will be printed
(assuming that the scripts /etc/profile and /etc/csh. login are not modified
to remove the command that prints /etc/motd).
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jusr/news

This is a directory owned by the user root. It is shipped as an empty directory.
You, the system administrator, can use it to communicate with users on the
system. You can also change the directory permissions to allow any user to put
messages here. Place any message you want in a file contained in this directory. If
there is a news command in either the file /etc/profile or in /etc/csh.login,
the file you placed in the /usr/news directory will be announced when the user
logs in. Depending on the options used with news, a user receives the message
only once. Refer to the news(1) entry in the HP-UX Reference for details.

[/etc/profile or /etc/csh.login

These shell scripts are automatically executed for users upon logging into their
shell: /etc/profile is executed for users logging into the Bourne shell, Korn
shell, or restricted shell, and /etc/csh.login is executed for users logging into
the C shell. This is an ideal location to place commands that each user is required
to execute. For example, you may want every user to read the message of the day
file (/etc/motd) since it contains information that each user should see before
beginning her work. This is accomplished by placing the statement:

cat /etc/motd

in the /etc/profile or /etc/csh.login shell scripts. These scripts are also
an ideal location to define and export default environment variables (such as
PATH and TZ) in case the user does not set them in his local environmental
shell script. For more information on setting the TZ variable refer to the section
called “Setting the System Clock”.

/etc/wimp

This is a binary file which is used by the system to keep a history of logins,
logouts, and date changes. The system automatically creates this file. This file
will grow without bound. Therefore you should check it regularly and empty the
file. The contents of this file are accessed with the last command. For more
information refer to the utmp(4) entry in the HP-UX Reference.

This file must be a CDF for HP-UX clusters. The CDF must contain a subfile
for each cnode.
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/etc/btmp

A binary file which, if it exists, is used by the system to keep track of bad login
attempts. You must explicitly create this file to use this feature. To create it,
type touch /etc/btmp. This file will grow without bound. Therefore you should
check it regularly and empty the file. The contents of this file are accessed with
the lastb command. For more information refer to the utmp(4) entry in the
HP-UX Reference.

This file is a CDF for HP-UX clusters. The CDF must contain a subfile for each
cnode.

/etc/utmp

A binary file which is used by the who command. It is automatically created by
the system. It contains a list of current users and system startup information.

Do not remove this file. For more information refer to the utmp(4) entry in the
HP-UX Reference.

This file is a CDF for HP-UX clusters. The CDF must contain a subfile for each
cnode.
/etc/securetty

A text file which, if it exists, specifies the tty files on which the root user can

log in. You must explicitly create this file and place the tty device file names in
it to use this feature.

If you are on an HP-UX cluster, you must create this file such that it is a CDF.

The CDF must contain a subfile for each cnode. The entries in each cnode’s
subfile may differ.
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$HOME/.profile, $SHOME/.cshrc, $HOME/.login, or $HOME/.environ

These shell scripts are usually put into each users’ home (or login) directory.
$HOME is an environment variable that maps to the home directory. These shell
scripts execute at the following times:

m $HOME/ .profile executes each time the user successfully logs in using
the Bourne shell, Korn shell, or restricted shell

m $ENV (in Korn shell) is executed each time a new Korn shell is started.
$ENV is normally defined by the user in $HOME/ .profile.

m $HOME/.cshrc (C shell) executes each time a new C shell is started. A
new C shell is started each time the user successfully logs in, and each

time the user starts a new C shell, such as using the shell escape feature
of vi

m $HOME/.login (C shell) executes each time the user successfully logs in,
but after $HOME/ . cshrc is executed

m $HOME/.environ (PAM) executes each time the user successfully logs in
using the Pam shell

For example, they may include a definition of the default shell prompt (the PS1
and PS2 environment variables in the Bourne and Korn shells, prompt in the
C shell) or the default search path (the PATH environment variable). It also
generally includes the execution of one or more commands such as the export
command—to export environment variable definitions, the who command—to
identify who is logged in on the system, and the mail command—to automatically
display mail that has been received.

Examples of .profile, .login, and .environ are shipped under the names
/etc/d.profile, etc. You may find it useful to customize these files and
provide them to new users by default. If you add a user with the reconfig
program, reconfig will place the appropriate environment file into the user’s
home directory.
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$HOME/.exrc

This file maps terminal characteristics and sets up new key definitions so that
features like arrow keys can be used with the ex family of HP-UX editors (vi,
ex, etc.). The file .exrc must exist in the user’s home directory (JHOME) to
use these features. The editor searches for $HOME/ . exrc and, if it exists, uses the
definitions to create extra editor features.

Note that the .exrc file is functional only if the EXINIT environment variable
is not defined. EXINIT can be defined and exported from either / etc/profile
or $HOME/.profile. The .exrc file serves a function similar to EXINIT. Refer
to the appendix to “The vi Editor” article in the HP-UX Concepts and Tutorials
manual for further details.

An example of . exrc is shipped under the name /etc/d. exrc. You may find it
useful to customize the file and provide it to new users by default.

/usr/lib/terminfo

This subsystem identifies terminal capabilities for programs such as the vi text
editor. It defines terminal attributes for all Series 300 models and HP-supported
terminals. It also contains terminal attributes for terminals not supported by
Series 300 HP-UX; these are provided for your convenience, but Hewlett-Packard
does not support their use.

/etc/checklist

This text file contains a list of mountable file systems and swapping devices.
When no device file specification is supplied with the fsck command, fsck
performs its checks on the file systems listed in /etc/checklist. This file is
also used by the system accounting diskusg command, and the mount, umount,
swapon, and fsclean commands.

The file /etc/checklist is shipped with a single device file name: /dev/dsk/0s0.
This file corresponds to the hard disk on which you installed the system and
which contains the root file system. You should add entries for each additional
disk drive containing a file system which you want automatically mounted, and

for each disk drive used as a swap device. Refer to “Adding to /etc/checklist” in
this chapter for more information.
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This file must be a CDF if you have an HP-UX cluster. If you are on a diskless
cnode this file should be empty unless you have local swapping on your diskless

U cnode.

/etc/catman

Executing the catman -z command (-z for uncompressed) expands the nroff
(formatted) versions of manual pages (used by the man command) into their
“processed” form. Subsequent accesses via man use the processed manual page,
significantly improving response time. The price for the improved speed is disk
space—the expanded files will use about the same storage space as the originals.
This doubles the disk usage for manual pages because the original files remain
intact.

By default, running catman causes manual pages in all the /usr/man/manX,

/usr/local/man/manX, and /usr/contrib/man/manX directories (where X is a

number corresponding to sections in the HP-UX Reference) to be processed

and stored in the corresponding /usr/man/catX, /usr/local/man/catX, and

/usr/contrib/man/catX directories. If you run catman without the -z option

U the pages are put in compressed form in the corresponding .z directories. The
catman command creates the directories if they do not exist.

You have three alternatives for creating on-line documentation:

m Create all the processed manual pages by executing /etc/catman with no
parameters. This process can take as long as five or six hours to complete
so you might want to run it in the background and/or at night.

m Create selected sections of the processed manual pages by executing

/etc/catman sections (where sections is one or more logical sections in
the HP-UX Reference such as 1).

m Do not execute /etc/catman at all. If you create all the /usr/man/cat
directories, the first time man is executed for manual entry, the entry is
processed, added to the appropriate cat directory, and used in subsequent
accesses. The following script creates the cat directories:

&\-’j cd /usr/man
for num in 1 1Im 2 3 457 8 9

do
mkdir cat$num
done
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The third alternative is recommended if you can spare some disk space but do not
want to use any more than is necessary. With this “build-as-you-go” alternative,
the system fills the cat directories as manual pages get accessed by man.

When the processed man pages exist, you can remove the nroff source files and
thus recover much of the disk space required by the formatted version of the
manual.

/etc/issue

This file contains information that is printed by the terminal’s getty process
prior to the login prompt. Messages that identify the computer or provide the
system name might be stored in this file.

/etc/csh.login, /etc/rc, and /etc/profile

Edit these three files to set the correct date information in the environment. The
format for setting the time zone environment variable is:

TZ=XXXHYYY

where:

XXX is an alphabetic abbreviation of the standard time zone, usually
three letters in length.

H represents the difference between standard local time and Green-
wich Mean Time, in hours. Fraction hours are indicated in min-
utes (for example, 3:30 for Newfoundland). Negative hours are
allowed (for example, -9:30 for South Australia).

YYY is an alphabetic abbreviation of the daylight time zone for your

area, usually three letters in length. YYY may be deleted if
Daylight Savings Time is not observed in your geographic area.

Insert or modify the lines in /etc/rc and / etc/profile:

TZ=XXXHYYY
export TZ

Insert or modify the lines in /etc/csh.login:
setenv TZ XXXHYYY
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For example:
m In Eastern time zone, use TZ=ESTSEDT
m In Central time zone, use TZ=CST6CDT
m In Arizona, where Daylight Savings Time is not observed, use TZ=MST7

For more information pertaining to setting the system clock, refer to the section
“Setting the System Clock” in Chapter 5.

[usr/lib/tztab

The /usr/lib/tztab file is used to correctly handle changes to and from summer
time zones (Daylight Savings Time) in the United States and to accommodate
future changes to these adjustments. This file is really a “Time Zone Table” that
contains the value of the TZ variable described above, followed by lines detailing

transitions in the time zone adjustment. Refer to tztab(5) for details on modifying
this file.

[etc/ttytype

The tset command uses this file as a data base of terminal types on your system.
Change this file when adding terminals and modems to your HP-UX system.
Change the samples (for example, 300h console) to reflect the true terminal types
attached to your system. Refer to the section “Adding Peripheral Devices” in
this chapter for more information.

This file is a CDF in HP-UX Clusters.
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Adding Peripheral Devices

The HP-UX operating system requires the existence of special files, called device
files, to perform I/O to peripheral devices. Peripheral devices include disk drives,
tape drives, and terminals. Information on setting up printers is in the section
“Setting Up Printers and the LP Spooler” later in this chapter. This section
introduces you to the tools necessary to set up peripherals and their associated
device files. Following a general discussion of the procedures involved in adding
peripherals to your HP-UX system, this section provides detailed information
regarding each of the following peripheral types:

m miscellaneous devices

m terminals and modems

= pseudo terminals

m hard disks

m optical disks

m flexible disks

m cartridge tapes

m magnetic tape devices

m plotters and digitizers

s HIL and GPIO

Many of these procedures can be accomplished more easily using the reconfig
program. The reconfig program is sometimes limited in its functionality for
setting up a peripheral. These limitations are discussed in the reconf ig method
of accomplishing a task.

Overview of the Task

There are several basic steps required to add peripheral devices to your system.

Here is an overview of the tasks you will need to accomplish; they are explained
in more detail later:

1. Determine the best place to locate the peripheral. Locate means hardware
address location in terms of select codes, bus addresses, etc. The best
location depends on several things, including shared sets of I/O resources
and expected usage. The Peripheral Installation Guide supplied with your
computer and the installation manual supplied with the peripheral device
will help you to identify an appropriate location.
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2. Connect the peripheral device. This may entail two important tasks:

installing an interface card and connecting the peripheral. If the
peripheral device requires an interface card, set the appropriate switches
on the card and install the card in the computer. Never install or remove
an interface card while the computer is powered up. Then set any required
switches on the device and connect it to the computer (or interface card).
If you ever change the switch settings on an HP-IB device, be sure to
cycle power on the device before attempting to address it because many
devices only look at the switch settings when they are first turned on.

. Ascertain whether the peripheral device will be addressed as a block or

character device, or both (disk drives will require both types of access).
Block and character I/O are discussed in Chapter 2 of this manual, and
examples are provided later in this section.

. Determine if the device file necessary to communicate with the peripheral

device already exists on your HP-UX system. The device files shipped
with your system are shown in Table 4-1 later in this chapter. Default
device files reside in the /dev directory and follow the naming conventions
explained in the intro(4) entry in the HP-UX Reference manual.

Note that if you do not wish to use these device names, you can link
them to the name you wish. However, do not link the file /dev/dsk/0s0
to anything.

If you are in an HP-UX cluster, the /dev directory is a CDF. In most
cases this will not affect you, but you must be aware of it when creating
device files for cnodes other than the cnode you are logged into.

. If the appropriate device file does not exist for the device in question, you

must create one. If you are using the reconfig program to install the
peripheral device, then reconfig will create the device file.

If you are not using reconfig, use the mknod command to create a
particular device file or edit and execute the /etc/mkdev shell script to
create one or more device files. Use the mkdev script if you need to
create many device files. If you are creating only a few, use the mknod
command. The mkdev script contains templates for mknod commands.
You must execute these commands on the appropriate cnode.
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6. Make sure your kernel contains the correct drivers (kernel code) to use
the peripherals. By HP-UX convention, your kernel should contain all
drivers listed in /etc/conf/dfile.

To find out what drivers are necessary to use your peripherals, look in
/etc/master for the list of available drivers and a product number/driver
alias table. Look up your product number in the alias table; you will need
the associated driver number. For example, if you look up 9122, you will
see that you need a ¢s80 driver.

Determining the Peripheral’s Location

The peripheral’s location is its hardware address. The hardware address is
referred to as the minor number. The minor number can reflect information other
than the hardware address, however. For example, magnetic tape drive minor
numbers reflect addressing information, tape density information, and behavioral
information. The minor number is a six-digit hexadecimal number (base 16 rather
than decimal which is base 10).

All peripherals connect to an interface card, either built-in or optional. The
interface card has switch settings on it. These switch settings are referred to as
the select code. Any peripheral connected to a particular interface card will have
that interface’s select code as the first field of the minor number.

All other fields in the minor number depend on the type of device. The Peripheral
Installation Guide gives specific instructions for setting up devices and interface
cards to a specific address. It also provides example /etc/mknod command
lines that correspond to the address. This is a good source of information for
determining the peripheral’s location or setting up the peripheral. Refer also to
the section in this chapter specific to the type of peripheral device to determine
the other fields of the minor number.

The following list provides some guidelines for HP-IB interface selection:

m The system root device (hard disk) is usually located at select code 14,
bus address 0 on a (high-speed) HP 98625A, HP 98625B, HP 98262A
high-speed disk interface card, or SCSI 1nterface card (HP 98265A)

m The built-in (internal) HP-IB is always at select code 7.

m The system printer (if present) should be on a low- -speed HP-IB interface,
separate from the system root device. A bus address of 1 is typical.
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m An HP 7971 9-track tape must be placed on a low speed HP-IB. A bus
address of 3 is typical.

m An HP 7974 or 7978 9-track tape drive should be placed on a hi-speed disk
HP-IB, if possible. You can also use that same bus for the root device. A
bus address of 3 is typical.

m Avoid putting flexible disk drives, cartridge tape drives, or 9-track tape
drives on the same interface as the root device.

m Plotters and the HP 9111 graphics tablet should be placed on separate
low-speed HP-IB interfaces when possible. Typical bus addresses are 5
and 6 for plotters and graphics tablets, respectively.

Connecting the Peripheral

Connect the peripheral to your computer at the location you have just
determined. If the peripheral device requires an interface card, the computer’s
installation guide provides instructions for its installation and for identifying its
select code. Following these instructions, set the appropriate switches on the card
and install the card in the computer. Never install or remove an interface card
while the computer is powered up. The manual supplied with the peripheral
details the procedure for connecting the peripheral to the computer and for
setting its address, if it has one. This procedure may require setting switches
on the peripheral device before the device is connected to the computer or to the
interface card. If the switch settings on an HP-IB device are changed, be sure to
cycle power on the device before attempting to address it.

An additional caution to remember while using your system: do not connect or
disconnect an HP-IB device while the system is running, or turn power on or off

to an HP-IB device while connected to a powered-up system. This could result
in bad data on the HP-IB bus.

Terminal hardware configuration is covered in the Peripheral Installation Guide.
You must create the associated device files for the terminal as well as follow the
instructions at the end of this section to set up the software aspects of terminal
configuration.
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Caution DO NOT attempt to unpack and connect the following disk drives
yourself: HP 7911, HP 7912, HP 7914, HP 7933, HP 7935, HP
7936, or HP 7937. These CS/80 disk drives are packed to prevent
damage during shipment. To prevent damage to the device, an
HP customer engineer must unpack, install, and test the device.

Block versus Character Special Files

Determine whether you should create a block device file or a character device file.
Disks should have both block and character device file entries. Any cartridge tape
or flexible disk drives that will have mounted file systems should have entries for
both block and character device files. All other devices should have character
device file entries only. For more information on block vs. character devices,
refer to the “System Management Concepts” chapter.

Configuring the Kernel Drivers

Verify (and possibly add) new information to your kernel. This task can
be accomplished using either the reconfig or the config command. Please
refer to the chapter called “Kernel Customization” for more information. The
appropriate kernel device drivers are given in the section specific to the peripheral
you are setting up.

Creating Device Files

There are basically two ways to create device files: the mknod command and the
/etc/mkdev script. The mknod command creates a particular device file. The
/etc/mkdev script contains example mknod command lines. By modifying these
lines to reflect the correct addressing information for your devices, one or more
device files can be created. The /etc/mkdev script is shipped with your system.
You can also create it (or re-create it) by executing config -a, and view it by
executing more /etc/mkdev.

If you need to create many device files, you may wish to edit, then execute, the

mkdev script. If you have only a few device files to create, use the mknod command
described next.
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Each mknod line has the form:

/etc/mknod path_name file_type major minor

path_name

file_type

magjor

minor

The pathname of the device file to be created. Select a
name for the device file which easily identifies the associated
peripheral.  The entry intro(4) in the HP-UX Reference
manual describes a naming convention for device files. Use
this naming convention to make your system easier to support
and maintain. Put all device files into the /dev directory;
many commands expect to find device files in /dev and will
fail if the required device file is not there.

File type is represented by a single character: b, ¢, n or p.
b specifies that the file is a block device file, ¢ specifies that
the file is a character device file, n specifies that the file is a
network special file, and p specifies that the file is a named
pipe (FIFO). Refer to mknod(1M) for making network special
files.

The major number is a pointer to the kernel driver used to
communicate with the peripheral. For devices needing both a
character and a block device file, there are different character
major numbers and block major numbers.

The minor number specifies the address on the I/O bus.
It is made up of the select code and other information
depending on the driver and device you are using. If you set
up your peripherals using the Peripheral Installation Guide,
you already have all the correct minor numbers written on
your worksheet. If not, use the guidelines in the Peripheral
Installation Guide and in the section specific to the peripheral
device to determine what the address is.

If you are in an HP-UX cluster, the /dev directory is a context-dependent CDF.
You must create device files while logged in to the appropriate cnodes.

If you make a mistake, delete the device files you wish to change and re-create
them by executing the /etc/mknod script again.
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Note Do not delete the device files listed in Table 4-1. If you delete
these files you system may not boot.

Device File Format

In the /dev directories, if you execute an 11 command, you should see entries
similar to the following:

crw--w--w- 1 root other 0 0x000000 May 20 09:30 console

The first character in the entry tells you whether the device file is a character
(c) or block (b) device and the next series of characters represent the file’s access
permissions. The major and minor numbers are the two numbers contained in
the size field, in this case 0 and 0x000000.

Miscellaneous Devices

The miscellaneous device class includes the device files that the system needs
to run properly. Each HP-UX installation must have the device files /dev/null,
/dev/console, /dev/mem, /dev/kmem, /dev/dsk/0s0, /dev/swap and /dev/tty.
The device file /dev/null is a null file (a “bit bucket”) used by many HP-UX
commands. The device file /dev/console identifies the system console and the

device file /dev/tty is a synonym for the control terminal associated with a
process group.

These miscellaneous device files are copied to your system when HP-UX is
installed. They should not be changed or modified. If one or more of these
files is accidentally deleted or otherwise destroyed, you can recreate it by editing
the /etc/mkdev script and removing the comment sign (the # character) in front
of the corresponding entry. Alternatively, recreate it with the mknod command
using the character/blocked designation, major, and minor numbers given below.

Although there are additional device files created when HP-UX is installed, only
the ones listed in Table 4-1 are vital to booting and running HP-UX.
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Table 4-1. Default Special Device Files

Special File C/B | Major Minor Device Description
console c 0 0x000000 System message port
syscon c 0 0x000000 System console (linked to

console)

systty c 0 | 0x000000 System tty (linked to console)
tty c 2 0x000000 Process group control terminal
null c 3 | 0x000002 Null file (“bit bucket”)
mem c 3 0x000000 Physical memory image
kmem ¢ 3 0x000001 Kernel virtual memory image
swap c 8 0x000000 Swap device
dsk/0s0 b 255 |Oxffffff Root pseudo device file
Note The /dev/dsk/0s0 device file (the root device) must not be

removed from the system or linked to another file name, if HP-UX
is to operate properly.

There needs to be a /dev/systty (which is linked to /dev/console), and a
/dev/syscon (which is linked to some terminal—usually the console). This is
explained in nst(1M).

Terminals and Modems

Adding a terminal allows you to log in from a terminal other than your system
console. Adding a modem allows you to dial into your computer from a remote
terminal and/or dial out of your computer to another computer. Refer to
Figure 4-2 for a diagram of the possible configurations. In Figure 4-2, your
computer (the local computer) is equipped with the 4-channel MUX card, so
both a direct-connect terminal and a dial-in/dial-out modem are attached to it.
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Figure 4-2. Terminal and Modem Connections

Use the procedure in this section to set up a terminal or a modem. The
installation guide supplied with your computer discusses the hardware aspects of

adding a terminal to your system. This section offers the software configuration
information you need.

In this section, the term port refers to an entry point to your system. This entry
point can be used for modems or direct-connect terminals. The address of the
entry point is based on the type of interface card your terminal or modem is
connected to. This will be described later in the procedure.

You can add your terminal or modem using reconfig or by completing the
steps manually. HP recommends using reconfig. If, however, you wish to add

your terminal or modem manually, the section “Manual Method” provides the
information you need.
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Reconfig Method

Note If you are adding a terminal or modem to a diskless cnode
(HP-UX cluster only), you must execute the reconfig command
from that cnode (either physically or with the rlogin command).
If you execute it from the cluster’s root server the device file will
be set up with the wrong context, and may overwrite existing
root server device files.

'To add support for a new terminal or modem, follow these steps:

1. Follow the guidelines in the Peripheral Installation Guide to install the
RS232 or MUX interface card (HP 98626, HP 98642, or HP 98628) to
which you will connect your remote terminal.

2. Log in as the superuser root.

3. Start the reconfig program by typing:

/etc/reconfig

The main menu of reconfig will appear on your screen (Figure 4-3).
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RECONFIG -- MAIN MENU
FR AR HKF Ak ook ko ok sk sk kst st sk ke ke sok sl sk o ksl s ok

User Configuration
Workstation Configuration
Cluster Configuration

| ] [ | NEXT | ]PREVIOUS| LHELP [ [ SELECT —| | | LQUIT |
)

Figure 4-3. Reconfig Main Menu

Choose the item called Workstation Configuration. You will now see
the screen shown in Figure 4-4.
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RECONFIG -- WORKSTATION CONFIGURATION
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Add terminals and modems

Configure the line printer

Create a minimally loaded operating system
Create a fully loaded operating system
Create a custom operating system

|| Tl NEXT ]|PREVIOUS| | HELP || SELECT |L |LQUIT |
S

Figure 4-4. Reconfig Workstation Configuration Menu

If you don’t see the last three lines of the main menu on your screen you
do not have the ACONFIG fileset loaded on your computer. You do not
need the ACONFIG fileset to add remote terminal support unless you also
need to add a new kernel driver for the terminal interface. As shipped,
your kernel includes all kernel drivers for terminal interfaces.

4. Press the softkey (the cursor should already be highlighting
the “Add terminals and modems” menu item).

The form for adding a terminal will appear on your screen (Figure 4-5).
You will see the Remote terminal support ... line only if you cur-
rently have one or more remote terminals set up. The values below this
line indicate the select code and port address of existing terminals. For
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example, 12:0 indicates that there is a terminal at select code 12 and
port address 0.

eskeok skt stk ke stk sk ok s et s ek ekl stk ke ks sk ks ok ke ko e e sk o sk
RECONFIG -- ADD TERMINAL SUPPORT

sttt ok ks e sk ke btk ok e ke ks ke sk s ke sk s sk e ke ok s ko sk ook sk ok ok ok ok
Select Code:

Port Address:

Speed: 9600

Port Usage: direct connect

Remote terminal support is curremtly provided for the following:

12:0 12:1

Select Code? >>

RESTORE HELP PREVMENU

Figure 4-5. Configuring Terminal Support Menu

5. Type the select code and press the key.

Each interface card installed in your system has a unique address called
a select code. The select code is set with switches on the interface card
and can be a value of 0 to 31. Sometimes a sticker displaying the select
code is attached to the interface card. If you installed your interface card
using the guidelines in the Peripheral Installation Guide, you will have
the select code on your worksheet.

If you cannot get the select code information from either the Peripheral
Installation Guide or the back of the interface card, you can either see
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it listed in the boot ROM messages as you reboot, or you need to power

off your computer, remove the card, and check the position of the select
code switches.

Caution DO NOT remove the card while your computer is turned on. If

you do, you can damage your hardware.

When you press the key, the reconfig program will check that
the select code you entered is between 0 and 31, but it will not verify that
the select code is correct.

. Type the port address, then press the key.

If you are adding terminal support to a single channel RS-232 interface
card (HP 98626 or HP 98644) port, you must set this field to 0 (zero). If
the port is a 4 channel MUX interface card (HP 98642), you should set
this field to the port number (0 to 3) to which terminal support is being
added. The interface card’s product number is shown on the faceplate of
the card.

The reconfig program will check to see if the number is between 0 and
3, but will not verify that the number is correct.

- Choose the speed for your terminal connection, then press the | SELECT
softkey.

On the bottom of your screen you will see the message shown in
Figure 4-6.

Following are the valid terminal speeds (baud rate):

300 1200 2400 4800
9600

Speed? >> 9600

RESTORE | | 1 | NEXT | IPREVIDUS] | HELP—I | SELEm |pREVMEW |

Figure 4-6. Choosing Terminal Speed
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Choose the default speed (or baud rate) at which this port should operate.
Use the | NEXT | and |EREVIOU8| softkeys to choose the correct speed
for your terminal. Terminals that are directly connected to ports are

generally set to 9600 baud. If you are using a modem, the setting will
depend on the modem.

Pressing just the softkey or just the key will select the
displayed (default) value.

8. Select the port usage for your terminal connection, then press the
SELECT | softkey.

You will see the following message on your screen:

Following are the valid terminal port usages:

us modem ccitt modem direct connect

Port Usage? >> direct connect

RESTORE | | ] | NEXT | |PREVIOUS] LHELT‘ [ SELECT ] |PREVMENU| | j

Figure 4-7. Choosing Port Usage
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It is important that you set this field to correctly reflect how the port will
be used. Use the | NEXT | and BREVIOUS| softkeys to choose the correct
port usage based on the information below:

Choosing Port Usage

direct connect If the terminal is directly connected to your
interface card (you will not use a modem),
select this option.

us modem If you will use a modem and are in the United
States or Canada, select this option. This
setting will allow you to dial into your system.
If you select “us modem” you will be
prompted for the port direction: dial-in,
dial-out, or dial-in/dial-out. Choose the
correct direction for your modem and press

[setect |

ccitt modem If you will use a modem and are not in the
United States or Canada, select this option.
This setting will allow you to dial into your
system.

Pressing just the softkey or just the key will select the
displayed (default) value.

9. Confirm your choices. You will see the following message:

Are the above values ok (y or n)? >>

If you type n you will be asked for each value again. If you type y then
reconfig will perform the following tasks:

m create a file in the /dev directory with the correct port number
(the port number is the xx at the end of the file name) and correct
address. A direct connect terminal will have a file that looks
like:/dev/ttydxx. A dial-in modem will have a file that looks
like: /dev/ttyxx.
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10.

11.
12.

m add an entry for the device file in the /etc/inittab file.

This entry will start a process, called a getty, each time you boot
HP-UX. The getty is associated with the terminal.

The ADD TERMINAL SUPPORT menu is redrawn with the following message:

Next Select Code? >>
Terminal added at select code <SC> port <P>.
Press [PREVMENU] if there are no more terminals to add.

where <SC> and <P> are the select code and port address you just selected
for your terminal.

You can now either add another terminal or exit the form.

To add another terminal, begin with step 5.

To exit press the [PREVMENU| softkey. The menu shown in Figure 4-4 will
appear on your screen. Press the |PREVMENU| softkey to réturn to the main

menu.

Press the| QUIT | softkey to exit reconfig and return to your shell.

Add an entry to the /etc/ttytype file.
The /etc/ttytype entries have the form:

model_number location

where model_number is the product number of the terminal or computer
(as defined in /usr/lib/terminfo), and location is the device file
associated with the terminal/computer and contained in the /dev
directory (not the full path name, just the file name).

Here is a sample /etc/ttytype file:

300h console # Frodo’s (administrator) system console
2622 tty00 # Bilbo’s terminal

2622 tty01 # Gandalf’s terminal

2623 tty02 # Strider’s terminal

dialup +ttyd03 # Greybeard’s dialup modem

If you are on an HP-UX cluster, this file is a CDF with one subfile for
each cnode in the cluster.
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13.

14.

Configure your HP-UX operating system to support the interface card
you installed.

If you haven’t reconfigured your kernel to include the new interface card,
you will receive a message on your screen similar to:

Unable to access ttyxx

The kernel driver needed by your terminal is the kernel driver for the
terminal’s interface card. The interface card kernel drivers to choose from
are: 98628, 98642, or 98626. For example: if your terminal is connected
to an HP 98642 Mux Card, you need kernel driver 98642.

Use the reconfig program to add kernel drivers to your operating system
(refer to “Creating a New Operating System” in Chapter 6).

If you don’t know what interface your terminal or modem is connected
to, or can’t decide which interface to connect it to, read the information
for your peripheral in the Peripheral Installation Guide.

Set the terminal type when you login. For information on this, refer to A
Beginner’s Guide to Using Shells.

Manual Method

Following is a brief overview of how to add a terminal to an HP-UX system:

1.

N o v

Follow the guidelines in the Peripheral Installation Guide to install the
RS232 or MUX interface card (HP 98626, HP 98642, or HP 98628) to
which you will connect your remote terminal.

. Determine the terminal’s location, in terms of hardware address, and

connect the terminal to the HP-UX system.

Create the device files that are required. This could be as many as three
files if the terminal will use both dial-in and dial-out access.

Add the necessary getty entries to the /etc/inittab file.
Add the necessary entries to the /etc/ttytype file.
Add the correct kernel driver for the terminal’s (or modem’s) interface.

When using the terminal, set the TERM environment variable and
execute the tset command.
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~ Creating Device Files for Terminals and Modems

Communication ports—user terminals as well as modems—need to be identified
by one or more device files, depending on the intended use of the port. There are
four considerations when creating device files for ports:

m Name of the device file.

tty files are required for terminals (hard-wired ports). Ports that receive
incoming signals (“dial in” modems) require a special naming convention,
ttyd, for device files. Ports that transmit signals (“dial out”) require
both cua and cul device files.

If you are on an HP-UX cluster, /dev is a CDF. This means you must
create the device file from the cnode where the terminal is located.

m Type of device file.

All device files for ports should be character device files: (use a c in the
mknod command line).

m Major number.
All terminals and modems require a major number of 1.

m Minor number.

The information on minor numbers is in the following section “Minor
Number for Ports”.

Table 4-2 shows a general mknod template for ports where zz is a two-digit line
identifier in the device file name:

Table 4-2. General Template for Ports

Device C/B Major Minor Notes
ttyazr ¢ 1 0xScAdUV | hardwired ports (terminals)
ttydaz c 1 0xScAdUV | dial-in modems
cuazz c 1 0xScAdUV |dial-out ports
culzz c 1 0xScAdUV | dial-out ports
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Minor Number for Ports

The minor number is a hexadecimal (base 16) number with the following format:
0xScAdUV

that represents the following:

0x This indicates the number is hexadecimal.

Se The select code.

The select code is a two-digit hexadecimal number determined
by switches set on the terminal or modem’s interface card.

Ad The port address for each port.

This two-digit hexadecimal number is set by switches on the
device. Port address—always 00 if your terminal was connected
to an HP 98626 or HP 98644 interface card, and can be 00, 01,
02, or 03 if the terminal was connected to an HP 98642 interface

card.
U Always 0 for terminals and modems.
v The hexadecimal representation of a 4-bit binary number as

defined below:

Bit Value

3 Always 0 ’

2 1=direct connect, 0=modem

1 1=CCITT protocol (Europe), 0=Simple protocol (U.S.)
O 1=dialout modem, 0=dial-in modem

For example, assume that you want to create device files for a modem at select
code 20 (decimal 20 = hexadecimal 14), using an HP 98626 card, and associate it
with line 20 (that is, /dev/ttyd20). Because the modem will be used as a dial-in
and dial-out port, the V term of the minor number on the cua and cul files must
be 1, and on the ttyd file must be 0. The following mknod command lines are
needed:

mknod /dev/cua20 ¢ 1 0x140001
mknod /dev/cul20 ¢ 1 0x140001
mknod /dev/ttyd20 c¢ 1 0x140000
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There are now three device files associated with the dial-in and dial-out modem
at select code 20.

The following example will set up a direct-connect port for an HP 98642 on line
13 at select code 13 (13 decimal = hexadecimal d). The minor number ends with
a 4 since this is a direct-connect port:

mknod /dev/ttyl3 ¢ 1 0x040004

When a terminal is added to the system, you must add entries to the
/etc/ttytype and /etc/inittab files. This allows a user to login from the
terminal. Add entries to these files as described below.

/etc/ttytype entries

The /etc/ttytype file is a data base which contains the terminal type of the
terminal associated with each port on the system. It is used by the tset and
login commands. Based on the information in this file, tset will do some
terminal-dependent processing, such as setting erase and kill characters, setting
or resetting delays, and sending any sequences needed to properly initialize the
terminal. login uses this file to set the TERM variable.

The /etc/ttytype entries have the form:
model_number location

where:

model_number is the product number of the terminal or computer (as
defined in /usr/lib/terminfo). For more information on
the model number to use here, refer to the terminfo(4) entry
in the HP-UX Reference.

location is the device file associated with the terminal/computer and

contained in the /dev directory (not the full path name, just
the file name).
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Here is a sample /etc/ttytype file:

300h console # Frodo’s (administrator) system console
2622 tty00 # Bilbo’s terminal

2622 tty01 # Gandalf’s terminal

2623 tty02 # Strider’s terminal

dialup ttydo3 # Greybeard’s dialup modem

If the entry is for a dialup port, the model_number should be dialup. This causes
tset to request the proper terminal type during the login sequence.

If you are on an HP-UX cluster, this file is a CDF. There must be one subfile for
each cnode.

[etc/inittab entries

The /etc/inittab file is described in Chapter 3, the section “System Startup
Functions”. For terminals, /etc/inittab entries will contain the /etc/ getty
command. This section discusses entries specific to terminals.

Most /etc/inittab entries for terminals have the form:

id:rstate:respawn:/etc/getty -t xxx device_file_name N # comment field

where:

id is a unique two-character string. The value of the two-
character string is arbitrary but must be unique for each entry.
It is used to refer to the same entry/process in other states.

rstate indicates the run-levels in which the getty will run. This
field typically equals 2, meaning the terminal can be used in
run-level 2 only.

respawn The respawn flag specifies that the command in the command
field (such as getty) is to be re-invoked once the process
terminates (typically, when a user logs off the system). _

/etc/getty This is the command to execute. The fields of the /etc/getty

command are described below.

The fourth field, the process field, must contain the /etc/getty command; it
is immediately followed by three parameters for a getty command, as follows:

-t XXX is the optional time-out option for use with modems.
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device_file_name is the file name (tty04)—not the complete path name
(/dev/tty04)—of the terminal’s or modem’s character de-
vice file. The named file must reside in the /dev directory.

N specifies a speed indicator for getty. A value of H is
common for “hardwired” (9600 baud terminal) lines; a value
of 3 is common for dial-up (300/1200 baud modem) lines.

For more information, refer to the getty(1M) and gettydef(4) entries in the HP-UX
Reference manual.

On a multi-user system, be certain to set up /etc/inittab terminal entries
for each terminal connected to the system. For example, to add a terminal on
/dev/tty04 for run-level 2 the /etc/inittab entry would be:

04:2:respawn:/etc/getty tty04 H #terminal at rob’s desk

Note that the id field 04 corresponds to the last two digits of the terminal’s device
file (tty04). This convention is often used with “continuous” (respawn) getty
processes that get killed in the single-user run-level but is not required syntax:
any two-character string will suffice. After a user logs out, getty is “respawned”,
and the “login:” prompt is redisplayed . Refer to Chapter 3 in this manual, and

to the getty(1M), gettydef(4), and inittab(4) entries in the HP-UX Reference for
further details.

If you are on an HP-UX cluster, this file is a CDF. There must be one subfile for
each cnode.

Kernel Drivers for Terminals

You must configure your kernel to support the terminal or modem’s interface
card. The interface card kernel drivers to choose from are: 98628, 98642, or
98626. The HP 98644 interface card requires the 98626 kernel device driver.

For example, if your terminal is connected to an HP 98642 Mux Card, you need
kernel driver 98642.

If you haven’t reconfigured your kernel to include the new interface card, you will
receive a message on your console similar to:

Unable to access ttyxx
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If you don’t know what interface your terminal or modem is connected to, or can’t

decide which interface to connect it to, read the information for your peripheral
in the Peripheral Installation Guide.

Removing A Remote Terminal

If you remove a remote terminal from your system, you must clean up your system
by performing the following steps:

1. Find the system’s name for the terminal. If you have been receiving
messages on your console that are similar to:

Unable to access ttyxx
then the system’s name for the terminal is the ttyxx name.

If you have not received the message, you must determine the name of
the remote terminal by the following method:

a. type cd /dev
b. type 1s -1 tty*
You will see lines similar to:
crw--w--w- 1 jaci axe 1 0x000000 1986 /dev/ttyxx

If you have only one tty file, then that is the terminal you are
removing. If you have several, then determine which one you
wish to remove by using the information you used to set up the
terminal. Refer to the section “Minor Number for Ports”.

2. Edit the file /etc/inittab.
Delete the line that has a field with the words:
id:rstate:respawn:/etc/getty ttyzz
where {tyzz is the port ydu identified in Step 1.
3. Notify the init process that /etc/inittab has changed by typing:
telinit q

4. Remove the device file associated with the terminal you removed.
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Pseudo Terminals

Some applications need a form of software support which enables them to act as
though they are talking to a terminal. This is implemented as a facility called
a pseudo terminal. A pseudo terminal is a pair of character devices: a master
device and a slave device. The pseudo terminal is structured so that output
from either process acts as input to the other. The slave device interacts with
the application process. It provides processes (in this case, user applications) an
interface identical to that described in termio(4) of the HP-UX Reference manual.
The master device interacts with the server process controlling the application
process. It interacts through the device as though it were a hardware terminal
interface.

The difference between an HP-UX pseudo terminal and the interface described
in termio is that the latter always has a hardware device behind it—like an
HP 2623 terminal. A slave device has another process manipulating it through
the master half of the pseudo terminal. Anything written on the master device
is given to the slave device as input, and anything written on the slave device is
presented as input on the master device.

Device Files for Pseudo Terminals
The four things to consider when creating device files are:

m Name of the device file.

According to HP-UX naming conventions, all pseudo terminal devices are
located in the directories /dev/pty (slaves), and /dev/ptym (masters).
The master device file should be called /dev/ptym/ptyXX, and the slave
side /dev/pty/ttyXX, where XX is an identifying letter from p to w, and
a hexadecimal digit. Do not change these naming conventions because
some programs depend on them.

As an example, /dev/ptym/ptypO (master) and /dev/pty/ttypO (slave)
would be the lowest numbered pseudo terminal pair; /dev/ptym/ptywf
and /dev/pty/ttywf would be the highest ordered pair.

m Type of the device file.

All pseudo terminals must be character device files.
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m Major number.

The master pseudo terminal device driver must have a major number of

16. The slave pseudo terminal device driver must have a major number
of 17.

» Minor number.

The minor number for both master and slave pseudo terminal device files
is:

0x00YYYY
where YYYY is a unique hexadecimal value, in the range of 0 to npty-1,
where npty is a configurable system parameter. (Refer to “Configuring
Operating System Parameters” in Chapter 6 and to Appendix D in

Volume 2 of this manual if you wish to read about this parameter.) This
value is used to identify the relationship between master and slave.

Table 4-3 shows a general template for pseudo devices:

Table 4-3. General Template for Pseudo Devices

Device C/B | Major Minor Notes
plyXX c 16 |0x00YYYY Master side of pseudo terminal
ttyXX c 17 j0x00YYYY Slave side of pseudo terminal

Using the lowest numbered pair, an example mknod command would be:

mknod /dev/ptym/ptyp0 c 16 0x000000
mknod /dev/pty/ttyp0 c¢ 17 0x000000

These commands would create a master and slave pair called ptyp0O and ttypo.
The minor numbers, shown above as zeros, must be in the range of 0 to npty-1
where npty is a configurable system parameter. Refer to “Configuring Operating
System Parameters” in Chapter 6 and to Appendix D (Volume 2 of this manual)
if you wish to read about this parameter.

Your application’s documentation will tell you how many pseudo terminals you
need. For example, HP Windows/9000 needs three master/slave pairs per
window. - Based on your needs, it is up to you, as System Administrator, to
create the pseudo terminals that are required.
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For more information on pseudo terminals, refer to both the termio(5) and pty(5)
sections of the HP-UX Reference manual.

Kernel Drivers for Pseudo Terminals m

Pseudo terminals require the ptymas and ptyslv kernel drivers. Refer to
the section “Configuring Device Drivers and I/O Cards” in the “Kernel
Customization” chapter.
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Hard Disks

This section explains how to set up the device files for hard disk drives. You can

use your hard disk as part of your swap space, part of the HP-UX file system, or
both.

Procedure

The general procedure for adding file system space is as follows:

1. Attach the disk drive to your system.

Use your disk drive’s hardware manual and/or the Peripheral Installation
Guzde for details.

2. Create two device files (one character type and one block type) using the
mknod command.

If you are on an HP-UX cluster, /dev is a context-dependent CDF. This

means you must be logged into the correct cnode when creating the device
file.

The mknod syntax is:
mknod name type major_num minor_num
The four items that must go into the mknod command line are:

m Name of the file.

Using HP-UX naming conventions, you will create a character
device file in the /dev/rdsk directory and a block device file in
the /dev/dsk directory. For example, the device file names for a
new disk drive might be:

/dev/dsk/1s0 (block)
/dev/rdsk/1s0 (character)

m Type of the device file.

Each hard disk (except the root disk) must have two device files
associated with it: a block special file and a character or raw
special file. Type for block is b, for character is ¢. Note that the
root device should not have a character device file.
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m Major number.

The major number is different for block and character files, and is
different for each type of disk drive:

Type Block Character
CS80 0 4
amigo 2 11
SCSI 7 47

If you don’t know what type of disk drive you have, look up the
product number of your mass storage device in the section “Mass
Storage Device Kernel Driver and Major Numbers” at the end of
this section.

w Minor number.

The address-dependent minor number is the same for both block
and character entries. It has the form: 0xSCBAU0

The 0x designates this as a hexadecimal number. The select code
(SC) is set on the interface card, the bus address (BA) is set on
the disk drive, and the unit (U) designates which drive (always 0
if hard disk only, if it is an integrated device the hard disk unit is
0, the cartridge tape or flexible disk drive unit is 1). The minor
number must be given in hexadecimal format.

For example if you have a CS80 hard disk drive, at select code 14, bus
address 1, your mknod command lines would be:

mknod /dev/dsk/1s0 b 0 0x0e0100
mknod /dev/rdsk/1s0 ¢ 4 0x0e0100

If this is an integrated device (hard disk drive with either a flexible disk
drive or a cartridge tape drive) you would also create device files for the
other drive. For example, if you were adding an integrated hard disk and
flexible disk drive, you would type, in addition to the above, the following
two lines (notice the last two digits are 01 instead of 00 because it is unit

1):
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mknod /dev/dsk/2s0 b 0 0x0e0110
mknod /dev/rdsk/2s0 ¢ 4 0x0e0110

Hint: To help your users (and yourself) remember the names of the disk
drive you should label the disk drive with the device file path name.

. Change access permission on the new device files.

You must have restricted access permission on all device files that are
associated with mountable file systems, giving read/write permission
to the owner (root) only. This prevents someone from mounting
unauthorized media on your system, and prevents everyone on the
system from accidentally overwriting a file system residing on the device
associated with this device file.

For example:

chown root /dev/dsk/1s0 /dev/rdsk/1s0
chmod 600 /dev/dsk/1s0
chmod 600 /dev/rdsk/1s0

. Look in /etc/conf/dfile to see if your kernel includes the appropriate

kernel driver for your disk drive and interface card. If it doesn’t, you must
add the driver to /etc/conf/dfile and remake the kernel (this involves
a reboot of the system).

If you do not know what kernel driver you need, look up your disk drive’s
part number in Table 4-4 at the end of this section. Table 4-4 shows
the required kernel driver for your disk drive. Note that you also must
check to see if you have the correct interface card configured. Refer to
the section “Kernel Driver and Major Number Information for Hard Disk
Drives, Cartridge Tape Drives, and Flexible Disk Drives” for details.

For example, if you added a SCSI disk drive, and you do not have the
scsi driver listed in /etc/conf/dfile, you need to add this driver and
reconfigure your kernel. Refer to the section “Configuring Device Drivers
and I/O Cards” in Chapter 6 for information on kernel configuration.
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5. Initialize the hard disk.

The initialization command is mediainit. The syntax is:

mediainit [options] pathname

The most common option is the interleave factor. Most hard disks require
an interleave factor of 1 (which is the default). The pathname is the path
of the character device file you created in Step 2.

For example, using a disk drive at /dev/rdsk/1s0 with the default
interleave factor of 1, you would type:

mediainit /dev/rdsk/1s0

Refer to the procedures in the section “Initializing Media” in Chapter 5
if you want more details on initializing your hard disk.

6. Create a file system.

If you will use the hard disk as part of your file system, you must create

a file system on the disk by using the newfs command. The basic syntax
is:

newfs [options] device_file disk_type

where device_fileis the character device file you created in Step 2, and
disk_type is the disk drive’s entry in the /etc/disktab file. For more
details on the options refer to the “Creating a New File System” in this
chapter.

For example, if you wish to create a file system on an HP 7958 disk drive
at /dev/rdsk/1s0 with the default amount of swap space you would type:

newfs /dev/rdsk/1s0 hp7958

SCSI disk drives are treated the same as CS80 disk drives. An example
for an HP 79598 SCSI disk drive at /dev/rdsk/2s0 with the default swap
space is:

newfs /dev/rdsk/2s0 hp7959s
Refer to the /etc/disktab file for additional entries.

7. If you will use this disk drive for swapping, configure your kernel to enable
swap space (this involves a reboot of the system).
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This involves adding a swap entry to your dfile. Refer to the section
called “Configuring Swap Space” in Chapter 6 for instructions if you will
use this disk for additional swap space.

. If this disk drive will be used for file system space, create a mount

directory.

Create the mount directory and give the directory the correct access
permissions. Mount directories used by everyone on the system should
have read/write/execute permission for everyone. For example:

mkdir /misc
chmod 777 /misc

. If this will be a permanent addition to your file system hierarchy, add an

entry to the /etc/checklist file.

For example, if you were going to use the example disk as both permanent
swap and permanent file system (mounted on the /misc directory), you
would add the following two entries to /etc/checklist:

/dev/dsk/1s0 /misc /hfs ™ 2 O #7958 file system
/dev/dsk/1s0 /misc swap #7958 swap

With entries in /etc/checklist these devices will be mounted or swap-
enabled automatically at system bootup.

HP-UX Clusters

The /dev directory is a CDF. For this reason you must be aware of the following

m The root disk (/dev/dsk/0s0) must be under /dev+/localroot. It was

automatically set up this way when you created the cluster environment.
Do not change it.

m You cannot mount any disks that are not associated with the root server.

For example, you cannot mount the disk at /dev+/cnodet/dsk/1s0.

m If you are creating device files on an HP-UX cluster, you must log into

the correct cnode to create the device file.
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The Root Disk

There is a default device file, named /dev/dsk/0s0, created during the
installation process. This device file is necessary for certain operations of
the HP-UX file system (such as checking file system integrity with the fsck
command). This pseudo device’s actual major number is 255 and its minor
number is OxFFFFFF. However, the HP-UX kernel dynamically replaces the device
file’s major and minor numbers with those of the device that the system is actually
rooted from. Thus, this device file does not require change regardless of system
configuration. You should replace this special file only if it is somehow destroyed.
To do so use the mknod command as shown below (you must create this file from
the root server if you are on a cluster):

mknod /dev/dsk/0sO b 255 OxFFFFFF

Note that the major and minor numbers shown by performing a list directory
command (1s -1) on this file will be the current root device’s numbers, not 255
and OxFFFFFF.

You cannot copy this file to a new system. You must use mknod to create it on
every system.

Kernel Driver and Major Number Information for Hard Disk Drives

Table 4-4 shows the kernel driver and major device number for hard disk drives.
Your hard disk drive can be of type CS80, amigo, or SCSI.

CS/80 and AMIGO drives. In addition to the cs80 or amigo device driver (as
shown in Table 4-4) you must also include the appropriate interface driver. If
your drive is connected to the internal HP-IB you need the kernel driver 98624.
If your drive is connected to the high-speed HP-IB you need the kernel driver
98625. Some of the Amigo drives can only be used with the 98624 kernel driver.

If you don’t know what interface your peripheral device is connected to, or can’t
decide which interface to connect it to, read the information for your per1pheral
in the Peripheral Installation Guide.

SCSI drives. Any SCSI drive should be connected to a SCSI interface card.
The SCSI disk drives require a scsi kernel driver. The kernel code for the SCSI
interface card is automatically included when you include the scsi driver.
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SCSI and CS80 disks are very similar. Although the information for mknod differs
between the two, mediainit, newfs, and mount are used the same for both, as
Q are all user-level commands.

Table 4-4. Kernel Driver & Major Numbers for Hard Disk Drives

Product Number Kernel Block-Type | Character-Type
or Name Driver Major Number | Major Number
HP 7907, HP 7908, HP 7911, cs80 0 4

HP 7912, HP 7914, HP 7933,

HP 7935, HP 7936, HP 7937,

HP 7941, HP 7942, HP 7945,

HP 7946, HP 7957, HP 79578,
HP 7958, HP 7958B, HP 79598,
HP 9122, HP 9125, HP 9127,

HP 9133D/H/L, HP 9134D/H/L,
HP 9144, HP 9145, HP 9153,

HP 9154

HP 7906, HP 7920, HP 7925, amigo 2 11
HP 82901, HP 82902,

HP 9121, HP 9133A/B/V/XV,
HP 9134A/B/XV, HP 9135,
HP 9138A, HP 9895

HP 79575, HP 7958S, HP 7959S scsi 7 47

(.
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Rewritable Optical Disk Drives and Optical Autochangers

This section explains how to set up the device files for rewritable optical drives.
You can use your optical disk setup, standalone or autochanger, as part of the
file system or as secondary storage (e.g. backups, archives). Additionally, the
standalone optical disk drive can be used as part of your swap space.

HP Series 6300 Mode! 650/A Optical Disk Drive

The general procedure for adding file system space is as follows:

1. Attach the disk drive to your system.

Since this is a SCSI drive, it must be connected to a SCSI interface card.
For detail, reference the Peripheral Installation Guide.

2. Create two device files (one character type and one block type) using the
mknod command.

The mknod syntax is:
mknod name type major_num minor_num
The four items that must go into the mknod command line are:

m Name of the file

Using HP-UX naming conventions, you will create a character
device file in the /dev/rdsk directory and a block device file in
the /dev/dsk directory. For example, the device file names for a
new disk drive might be :

/dev/dsk/mo (block)
/dev/rdsk/mo (character)

If you are on a cluster, /dev is a CDF. This means you must be
logged into the correct cnode when creating the device file.

m Type of the device file

Each optical disk drive must have two device files associated with
it, a block special file and a character (raw) special file. Type for
block is b, for character is c.
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m Major number

The major number is 7 for block files and 47 for character files.

8 Minor number

The minor number is address-dependent and is the same for both
block and character entries. It has the form 0xScBa00

The 0x designates this is a hexadecimal number. The select code
(Sc) is set on the interface card, and the bus address (Ba) is set on
the disk drive. The minor number must be given in hexadecimal
format.

For example, if you have an optical disk drive, at select code 14, using
bus address 1, your mknod command lines would be:

mknod /dev/dsk/mo b 7 0x0e0100
mknod /dev/rdsk/mo ¢ 47 0x0e0100

. Change access permission on the new device files.

You must have restricted access permission on all device files that are
associated with mountable file systems, giving read/write permission
to the owner (root) only. This prevents someone from mounting
unauthorized media on your system, and prevents everyone on the system
from accidentally overwriting a file system that resides on the device
associated with this device file.

For example:

chown root /dev/dsk/mo /dev/rdsk/mo
chmod 600 /dev/dsk/mo
chmod 600 /dev/rdsk/mo

. Look in /etc/conf/dfile to see if the SCSI kernel driver is included.

If it isn’t, you must add the driver to /etc/conf/dfile and reconfigure
your kernel (this involves a reboot of the system). Refer to the section
“Configuring Device Drivers and I/O Cards” in Chapter 6 for information
on kernel configuration.

5. Initialize the media.
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Initialize the media by typing in the mediainit command using the
character special device file’s pathname (for example, use /dev/rdsk/mo
rather than /dev/dsk/mo):

mediainit /dev/rdsk/mo

Create a file system.

If you will be using the optical disk as part of your file system, create a
file system on the disk and create a mount directory.

a. Create a file system with the newfs command. The basic syntax
is:
newfs [options] device_file disk_type
where device_file is the character device file you created in Step
2, and dusk_type is the disk drive’s entry in the /etc/disktab

file. For more information on the options available refer to the
“Creating a New File System” section in this chapter.

Note Since the media is removable, use the noswap entry in
/etc/disktab.
For example, if you are using a Model 650/A disk drive at
/dev/rdsk/mo, you would type:
newfs /dev/rdsk/mo hpS6300.650A_noswap
b. Create the mount directory and give the directory the correct
access permissions. Mount directories used by everyone on the
system should have read/write/execute permission for everyone.
For example:
mkdir /misc
chmod 777 /misc
¢. To mount the file system, use the mount command. For example,
to mount an optical disk in the drive at /dev/dsk/mo onto the
/misc directory you would type:
/etc/mount /dev/dsk/mo /misc
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Caution Do not eject the media until it has been unmounted.

Because optical media is removable, do not use the media as
part of your automatically-mounted file systems (e.g. do not add
this disk drive to / etc/checklist). For more information on
mounting and unmounting, refer to “Mounting and Unmounting
File Systems” in this chapter.

7. If you will use optical disks as miscellaneous file storage (i.e. for backups),
you can read to and write from them using the cpio or tar commands.

Using the Model 650/A as a boot device. The Model 650/A can be used as
a temporary or emergency boot device. To prepare the optical disk drive for use
as a boot device you must first perform the following:

1. Backup your current boot device to the optical disk as follows:
dd if=/dev/rdsk/hd of=/dev/rdsk/mo bs=64k

2. Test the backup copy by rebooting the system using the optical disk drive.
If you are unfamiliar with the boot process, refer to chapter 3, “System
Startup and Shutdown.”

Caution If you are using the Model 650/A as a boot device, insert the
media before the system is powered up and do not remove until
after the system is powered down.

HP-UX Clusters. The /dev directory is a CDF. For this reason you must be
aware of the following things:

m You cannot mount any disks that are not associated with the root server.
For example, you cannot mount the disk at /dev+/cnodel/dsk/1s0.

m If you are creating device files on an HP-UX cluster, you must execute
the mknod command from the device’s cnode.

HP Series 6300 Model 20GB/A Optical Autochanger

The general procedure for adding an optical autochanger is found in the following
steps. Since you are probably not initially familiar with the decisions necessary
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to optimize the use of the optical autochanger for your users’ particular needs,
these steps will guide you to a standard setup. Later you will want to customize
some processes for your environment.

1. Attach the unit to your system.

Use your disk drive’s hardware manual and/or the Peripheral Installation
Guide for details.

2. Create two device files (one character type and one block type) for each
optical disk surface.

If you are on an HP-UX cluster, the device files are context dependent.
This means you must create the device files from the appropriate cnode.

Since there are 129 mknod commands to execute—32 disks, 64 surfaces,
2 device files per surface and 1 ioctl setup—use the mkdev script file for
creating the device files. Before executing the mkdev script, you should
understand the individual mknod commands.

The mknod syntax is:
mknod name type major_number minor_number
The four items that must go into the mknod command line are:

m Name of the file.

Using HP-UX naming conventions, you will create a character
device file in the /dev/rac directory and a block device file in the
/dev/ac directory. For example, the device file names for a new
optical disk drive might be:

/dev/rac/1a (character)
/dev/ac/1a (block)

m Type of the device file.

Each optical disk surface must have two device files associated
with it: a block special file and character raw special file. Type
for block is b, for character is c.

m Major number.

The major number is 10 for block and 55 for character files.

s Minor number.
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The address-dependent minor number is the same for both block

and character entries. It has the form: 0xScISur

The 0x designates this as a hexadecimal number. The select code
(Sc) is set on the interface card, the address (I) is set on the optical
autochanger, and the surface (Sur) is identified as 01, 02, ... 3f,

40.

For example, if you have a SCSI optical autochanger, at select code 14
and address 3, your mknod command lines for one disk, both sides, would

be:

mknod /dev/ac/1a b 10 0x0e3001
mknod /dev/rac/la c 55 0x0e3001
mknod /dev/ac/1b b 10 0x0e3002
mknod /dev/rac/1b c¢ 55 0x0e3002

<-- Side 1a/disk one
<-- Side la/disk one
<-- Side 1b/disk one
<-- Side 1b/disk one

You would continue with mknod commands until you
thirty-second disk, both sides, as in:

mknod /dev/ac/32a b 10 0x0e303f
mknod /dev/rac/32a ¢ 55 0x0e303f
mknod /dev/ac/32b b 10 0x0e3040
mknod /dev/rac/32b ¢ 55 0x0e3040

<-- Side 32a/disk 32
<-- Side 32a/disk 32
<-- Side 32b/disk 32
<-- Side 32b/disk 32

block device
character device
block device
character device

ended with the

block device
character device
block device
character device

Note: The default SCSI select code is 14 and the default interface set
on the optical autochanger controller is 3. In the event you have other
SCSI peripherals set at interface 3, 4, or 5, you should check the optical
autochanger installation manual for information on how to change these

defaults.

Now that you know how the device files are created with the mknod
commands, here is an automated way to set up the device files.

a. Move to the /etc directory, save any old copies of the mkdev script,
and create a new copy of mkdev by typing:

cd /etc
cp mkdev mkdev.old
config -a

b. Customize the /etc/mkdev file.
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To edit the /etc/mkdev script to create the device files for the
optical autochanger, use an editor such as vi and perform the
following steps:

1. Find the optical autochanger section of the script. (key-
word search on “AUTOCHANGERS”)

ii. Fill in the template’s missing parameters (or placeholders
for parameters) where the instructions indicate; this
includes the major and minor numbers.

iii. Remove the comment sign (#) in front of the modified
template so the line will be executed when you run the
script.

c. After you have modified the file, execute the script by logging in
as the user root and typing:

/etc/mkdev
The /etc/mkdev script performs the following:
m creates two subdirectories—ac and rac
m sets permissions on the subdirectories to 755
m creates 129 device files

3. Look in /etc/conf/dfile to see if your kernel includes the scsi and
ac drivers. If not, you must add the drivers to /etc/conf/dfile and
remake the kernel (this involves a reboot of the system). Refer to the
section “Configuring Device Drivers and I/O Cards” in Chapter 6 for
information on kernel configuration.

4. Initialize the optical disk surfaces.

The initialization command is mediainit. The syntax is:

mediainit [options] pathname
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You must perform 64 “mediainits”—one for each side of the 32 disks
that the autochanger can hold. Note: Use the mediainit command on
the raw/character device only. Here’s an example of the mediainit
commands for the optical autochanger:

mediainit /dev/rac/1a
mediainit /dev/rac/1b

mediainit /dev/rac/32a
mediainit /dev/rac/32b

Because initializing all 32 disks can be a lengthy process, you can choose
to manually initialize only a few disks to get started using your system.
However, if you choose to initialize all 32 disks, create a script that will
perform all of the mediainits, and execute this script in background
mode.

. Create a file system.

Before storing files on any of the surfaces of the optical disks, you must
create a file system on each surface. The basic syntax is:

newfs [options] device_file disk_type

where device_file is the character device file you created in Step 2, and
disk_type is the disk drive’s entry in the /etc/disktab file. For more
details on the options refer to the “Creating a New File System” in this
chapter.

Here is an example of creating a file system on the surfaces of an
autochanger:.

newfs /dev/rac/la hpS6300.650A_noswap
newfs /dev/rac/1b hpS6300.650A_noswap

newfs /dev/rac/32a hpS6300.650A_noswap
newfs /dev/rac/32b hpS6300.650A_noswap

The disk_type parameter of hpS6300.650a_noswap is the disk_type name
found in the /etc/disktab file. Both the standalone optical disk drive
and the autochanger use the same disk-type parameter. The optical
autochanger should not be used for swap space so use the _noswap option.
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If you wish to automate this task, edit your work file script from step 4
or create a new script file.

. Create a mount directory.

Create the mount directory and give the directory the correct access
permissions. Mount directories used by everyone on the system have
read/write/execute permission for everyone. For example:

mkdir /mountptia
chmod 777 /mountptia

You need to create a unique mount directory for each surface.

. Mount the surfaces.

To assure timely product performance, you should mount only two
surfaces at a time as readable/writable. All of the other surfaces should
be read only. Additionally, none of the surfaces should be permanently
mounted; therefore, do not include the optical surface file systems in the
/etc/checklist file.

Here are examples of the commands to mount the two surfaces as
read/write:

/etc/mount  /dev/ac/la /mountptia
/etc/mount  /dev/ac/1b /mountptib

Here are examples of the commands to mount the remaining surfaces as
read only:

/etc/mount  /dev/ac/2a /mountpt2a  -r
/etc/mount  /dev/ac/2b /mountpt2b  -r

/etc/mount  /dev/ac/32a  /mountpt32a -r
/etc/mount  /dev/ac/32b  /mountpt32b -r

As the system administrator you might want to build a script with these
commands that you can execute upon system startup. You can also add
this script to the /etc/rc file in the localrc shell function. The /etc/rc
file is automatically executed at system startup.
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8. Unmount the surfaces.

In the event you need to unmount an optical disk surface, use the umount
b command as follows:

/etc/umount /dev/ac/la -or-
/etc/umount /mountptia

All surfaces are unmounted automatically when the system is shut down.

(.
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Flexible Disk Drive

This section explains how to set up the device files for flexible disk drives. You
can use your flexible disk as part of the file system or as miscellaneous storage
space (e.g. for backups). Flexible disks are often called floppies. There are two
kinds of flexible disks: 5.25 inch and 3.5 inch. The 3.5 inch flexible disks are more
common with an HP-UX system than the 5.25. They are treated the same.

Procedure
The general procedure for adding a flexible disk drive is as follows:
1. Attach the disk drive to your system.

Use your disk drive’s hardware manual and/or the Peripheral Installation
Guide for details.

2. Create two device files (one character type and one block type) using the
mknod command.

If you are on an HP-UX cluster, /dev is a context-dependent CDF. This

means you must be logged into the correct cnode when creating the device
file.

The mknod syntax is:
mknod name type major_num minor_num
The four items that must go into the mknod command line are:

a Name of the file.

Using HP-UX naming conventions, you will create a character
device file in the /dev/rdsk directory and a block device file in
the /dev/dsk directory. For example, the device file names for a
new flexible disk drive might be:

/dev/dsk/1s0 (block)
/dev/rdsk/1s0 (character)

m Type of the device file.

Each flexible disk drive must have two device files associated with
it: a block special file and a character or raw special file. Type for
block is b, for character is c.
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m Major number.

The major number is 0 for block device files and 4 for character
device files.

n Minor number.

The address-dependent minor number is the same for both block
and character entries. It has the form: 0xSCBAUO0

The select code (SC) is set on the interface card, the bus address
(BA) is set on the flexible disk drive, and the unit (U) designates
which drive on a dual or integrated disk drive. The minor number
must be given in hexadecimal format.

For example, if you have a flexible disk drive at select code 7, bus address
1, your mknod command lines would be:

mknod /dev/dsk/1s0 b 0 0x070100
mknod /dev/rdsk/1s0 ¢ 4 0x070100

If this is an integrated device (both hard disk and flexible disk drive in
the same unit), the hard disk drive is unit 0 and the flexible disk drive is
unit 1. If you have a dual disk drive, one is unit 0 and the other is unit
1. In either case, you would create four device files: one block and one
character device file for each unit. For example, if you have a CS80 drive
at select code 7, bus address 1, your mknod command lines would be:

mknod /dev/dsk/1s0 b 0 0x070100
mknod /dev/rdsk/1s0 ¢ 4 0x070100
mknod /dev/dsk/2s0 b O 0x070110
mknod /dev/rdsk/2s0 ¢ 4 0x070110

Hint: To help your users (and yourself) remember the names of the disk
drive you should label the flexible disk drive with the device file path
name.
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3. If you will use this flexible disk drive to hold a mounted file system, change
access permission on the new device files.

You must have restricted access permission on all device files that are
associated with mountable file systems, giving read/write permission
to the owner (root) only. This prevents someone from mounting
unauthorized media on your system, and prevents everyone on the
system from accidentally overwriting a file system residing on the device
associated with this device file.

For example:

chown root /dev/dsk/1s0 /dev/rdsk/1s0
chmod 600 /dev/dsk/1s0
chmod 600 /dev/rdsk/1s0

4. Look in /etc/conf/dfile to see if your kernel includes the appropriate
kernel drivers for your flexible disk drive (cs80) and interface card (either
98624 or 98625). If it does not, add the drivers to your /etc/conf/dfile
and remake the kernel (this involves a reboot of the system).

Refer to the section “Configuring Device Drivers and 1/O Cards” in
Chapter 6 for information on kernel configuration.

5. Insert and initialize the flexible disks.

The initialization command is mediainit. The syntax is:

mediainit [options] pathname

The most common options are the interleave factor and format option.
Most flexible disks require an interleave factor of 2. The format option
depends on the type of flexible disk (refer to your disk drive’s entry in

/etc/disktab). The pathname is the path of the character device file
you created in Step 2.

For example, using an HP 9122 disk drive with a 788 Kbyte flexible disk
at /dev/rdsk/1s0, you would insert the flexible disk and type:

mediainit -i 2 -f 3 /dev/rdsk/1s0
The formatting and interleave information (and more information) is in
the /etc/disktab file under the part number of your disk drive. Refer

to /etc/disktab or to the procedures in the section “Initializing Media”
in Chapter 5 if you want more details on initializing your flexible disk.
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6. If you wish to use this flexible disk as file system space, create a file system
on the flexible disk and create a mount directory.

a. Create a file system with the newfs command. The basic syntax

18:
newfs [options] device_file disk_type

where device_file is the character device file you created in Step 2,
and disk_type is the disk drive’s noswap entry of the /etc/disktab
file (you should not use a flexible disk as part of your swap area).
For more details on the options refer to the “Creating a New File
System” in this chapter.

For example, using an HP 9122 disk drive at /dev/rdsk/ 1s0, you
would type:

newfs /dev/rdsk/1s0 hp9122_noswap

. Create the mount directory and give the directory the correct

access permissions. Mount directories used by everyone on the
system should have read/write/execute permission for everyone.
For example:

mkdir /misc
chmod 777 /misc

. To mount the file system, use the mount command. For example,

to mount a flexible disk in the drive at /dev/dsk/1s0 onto the
/misc directory you would type:

/etc/mount /dev/dsk/1s0 /misc

Because flexible disks are removable, do not use them as part
of your automatically mounted file systems (e.g. do not add
this disk drive to /etc/checklist). For more information on
mounting and unmounting, refer to “Mounting and Unmounting
File Systems” in this chapter.

7. If you will use this flexible disk as miscellaneous file storage (i.e. for
backups), you can read to and write from the flexible disk using the cpio,
tar, or backupf command.
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HP-UX Clusters

The /dev directory is a CDF. For this reason you must be aware of the following
things:

m You cannot mount any disks that are not associated with the root server.
For example, you cannot mount the disk at /dev+/cnodel/dsk/1s0.

m If you are creating device files on an HP-UX cluster, you must execute
the mknod command from the device’s cnode.
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Cartridge Tape Drive

This section explains how to set up device files for cartridge tape drives. Cartridge

U tapes are the 1/4 -inch tapes in plastic cartridges (as opposed to 9-track magnetic

tape on reels). You can use your cartridge tape for miscellaneous storage space
(e.g. for backups).

The general procedure for adding a cartridge tape drive is as follows:

1. Attach the tape drive to your system.

Use your tape drive’s hardware manual and/or the Peripheral Installation
Guide for details.

2. Create a character-type device file using the mknod command.

If you are on an HP-UX cluster, /dev is a context-dependent CDF. This

means you must be logged into the correct cnode when creating the device
file.

The mknod syntax is:
N mknod name  type  magor_num  minor_num
U The four items that must go into the mknod command line are:
m Name of the file.

Using HP-UX naming conventions, you will create a character
device file in the /dev/rct directory. For example, the device file
name for a new cartridge tape drive might be:

/dev/rct/0s0

m Type of the device file.

Each cartridge tape drive must be a character or raw special file.
Type for a character file is c.

m Major number

The major number is 4.

N
1 .
b m Minor number

The address-dependent minor number has the form: 0xSCBA U0
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The select code (SC) is set on the interface card, the bus address
(BA) is set on the cartridge tape drive, and the unit (U) designates
which drive on an integrated disk/tape drive. The minor number
must be given in hexadecimal format.

For example, if you have a CS80 cartridge tape drive at select code 14,
bus address 1, your mknod command line would be:

mknod /dev/rct/0s0 ¢ 4 0x0e0100

If this were an integrated device (both hard disk and cartridge tape drive
in the same unit), the hard disk drive is unit 0 and the cartridge tape drive
is unit 1. You would create three device files: one block device file for the
hard disk, and one character device file for each unit. For example, if you
have a CS80 drive at select code 14, bus address 1, your mknod command
lines would be:

mknod /dev/dsk/1s0 b 0 0x0e0100
mknod /dev/rdsk/1s0 ¢ 4 0x0e0100
mknod /dev/rct/0s0 ¢ 4 0x0e0110

Hint: To help your users (and yourself) remember the names of the drive
you should label the drive with the device file path name.

. Look in /etc/conf/dfile to see if your kernel includes the appropriate
kernel drivers for your cartridge tape drive (cs80) and interface card
(either 98624 or 98625). If not, add the drivers to your /etc/conf/dfile
and remake the kernel (this involves a reboot of the system).

For information on kernel configuration, refer to the section “Configuring
Device Drivers and I/O Cards” in Chapter 6.
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Nine-Track Magnetic Tape

When you set up your magnetic tape drive, you must create device files for them.
The four items that must go into the mknod command line are:

m Name of the file.

Using HP-UX naming conventions, the device file names will be created
under special directories in the /dev/rmt directory.

m Type of the device file.
All magnetic tape drive device files should be character type (c).

m Major number.

The major numbers for magnetic tape drives is described in the section
“Kernel Driver and Numbers for Magnetic Tape Drives”.

m Minor number (refer to the next section for a description of magnetic tape
minor numbers).

Magnetic Tape Minor Number

The minor number consists of the following fields:

0xScBaUV
0x This prefix indicates the number is hexadecimal.
Se This field is a two-digit hexadecimal representation of the select code.

The select code is determined from the switch settings on the tape
drive’s interface card.

Ba This field is a two-digit hexadecimal representation of the bus address.
It is determined from the switch settings on the tape drive.

U The single hexadecimal unit number (U) represents a four-bit binary
value. Setting and clearing the bits of this binary value affects the
manner in which the tape drive operates, as indicated in Table 4-5.

vV The volume number (V') field of the minor number also has special
meaning when creating device files for magnetic tape drives. The
single hexadecimal volume number represents a four-bit binary value.
Setting and clearing the bits of this binary value affects the manner
in which the tape drive operates, as indicated in Table 4-6.
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Table 4-5 indicates the special meanings of each bit in the unit number portion
of the magnetic tape minor number. Bits 6 and 7 select the tape density, while
bits 4 and 5 represent the unit number, and “x”s represent “don’t care”:

Table 4-5. Tape Density and Unit Number Bit Settings

Hex Value| 7 6 5 4 Selects

¢ 1 1 X x | Density = 6250 bpi compressed(
HP 7980XC only)

8 1 0 X x | Density = 6250 bpi (HP 7978 and
HP 7980 only)

4 0 1 X x |Density = 1600 bpi (All mag tapes)

0 0 0 X x | Density = 800 bpi (HP 7974, opt 800
only)

0 X X 0 0 |Select Unit 0

1 X X 0 1 [Select Unit 1, etc.

Table 4-6 indicates the special meaning each bit has in the volume number of
the magnetic tape minor number:

Table 4-6. Magnetic Tape Operation Bit Settings

Bit
Order When Clear (0) When Set (1)
3 Industry Standard mode HP-UX 2.0 compatibility mode

2 Immediate report on (ignored by |Immediate report off
HP 7970/7971)

1 AT&T-style compatibility mode | Berkeley-style compatibility
mode

0 Rewind on close No rewind on close

Example minor numbers for your tape drive are given in the Peripheral
Installation Guide.
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Naming Conventions for Magnetic Tape

The naming convention described in m¢(7) of the HP-UX Reference is useful
for keeping track of how a tape drive minor number is set up. The device
/dev/rmt/Omn is the first tape mechanism, medium (1600) density, no rewind.
The device /dev/rmt/Oh is the same mechanism configured for high (6250)
density operation, rewind on close (note the absence of n suffix).

If you connected an HP 7978 tape drive to select code 14, set the tape drive’s
bus address to 3, configured stape into the kernel, and executed the following
commands:

mknod /dev/rmt/Omn ¢ 9 0x0e0343
mknod /dev/rmt/Oh ¢ 9 0x0e0382

you could access the same drive as a 6250 bpi device using the “Oh” device and as a
1600 bpi device using the “Omn” name. You could also use the “mt” command to
do various positioning operations on the tape without having to provide a device
name because mt uses the default device /dev/rmt/Omn. Since tar defaults to
/dev/rmt/Om, you may also wish to create this file.

If you are on an HP-UX Cluster

The /dev directory is a CDF and is context dependent. For this reason you must
be aware of the following things:

m If you are creating device files on an HP-UX cluster, you must execute
the mknod command from the cnode that is connected to the device.

m You should perform your file system backups from the root server. There
are two reasons for this:

o Since the file system is connected to the root server, and backups
onto any device other than the root server will need to go across
the network, the backup will be slower if from any system other
than the root server.

o If you shut down your system to back up your system, you will be
unable to access the file system from any diskless cnode.
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Kernel Driver and Major Number for 9-Track Tape Drives

This section shows the necessary kernel driver and major number for your
peripheral’s product number. Magnetic tape drives do not require a block major
number so no block-mode major numbers are given.

In addition to the tape or stape kernel driver as shown in Table 4-7, you must
include the kernel driver for the tape drive’s HP-IB. The tape drives using the
tape kernel driver require the 98624 kernel driver. The tape drives using the
stape kernel driver require either the 98624 or the 98625 kernel driver.

If you don’t know what interface your peripheral device is connected to, or can’t
decide which interface to connect it to, read the information for your peripheral
in the Peripheral Installation Guide.

Table 4-7. Kernel Drivers and Major Device Numbers

Product Number Kernel Character-Type

or Name Driver Major Number
HP 7970 tape 5
HP 7971 tape 5
HP 7974 stape 9
HP 7978 stape 9
HP 7979 stape 9
HP 7980 stape 9

For more information on the use of magnetic tape, refer to the “Magnetic Tape”

section of the “System Management Concepts” chapter or the mt(7) section of
the HP-UX Reference.

Plotters and Digitizers

To create the character special device file for your plotter or digitizer you must
determine the following four parameters for the mknod command:

m Device file name.
You must assign a unique special file name to each entry you create.
Generally, use plt followed by the product number for plotters and dig

followed by the product number for digitizers. If more than one device
with the same product number is present, be certain not to duplicate their
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special file names. For example, to differentiate between two HP 7580
plotters, name the first one p1t7580 and the second plt7580.1.

m Type for the device file.

Always character for plotters and digitizers.
m Major number.,

Always 21 for plotters and digitizers.

m Minor number.

The minor number has the format: 0xScBaUV. The 0x field indicates
that the number is hexadecimal.

The Sc field stands for select code. The select code is the hexadecimal
representation of the switch setting on the plotter or digitizer’s interface
card.

The Ba field stands for bus address. The bus address is the HP-IB
address, and is the hexadecimal representation of the switch setting on
your plotter or digitizer.

The final two digits are unused and are both 0.

In addition to the device file, you must make sure you have the correct kernel
driver for your plotter or digitizer. You must have both the hpib kernel driver
and the 98624 kernel driver.

HP-UX Clusters

The /dev directory is a CDF and is context dependent. For this reason you must
be aware of the following things:

m If you are creating device files on an HP-UX cluster, you must execute
the mknod command from the cnode that is connected to the device.

m If you will be adding the plotter or digitizer to a diskless cnode it will not
be available from any other cnode.
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HP-HIL Devices

HP-HIL devices include the HP Touch Bezel, keyboards, mouse, digitizers, and
control knobs. To set up HP-HIL devices, there must be two character device
files. There must be one device file, created with a major number 23, if any
HP-HIL devices are present. This device file is created with the following mknod
command line:

mknod /dev/raw_8042 c 23 0x000000

In addition, for each HP-HIL device you must create a device file with a major
number 24, and a minor number reflecting which HP-HIL device it is. To create
this device file use the following mknod command line, where devname is the
unique name of the HP-HIL device file and n is the device’s place on the HP-HIL
loop:

mknod /dev/devname ¢ 24 0x0000n0

The HP-HIL kernel driver is not an optional kernel driver so you never need to
configure it into your kernel.

GPIO Devices

GPIO devices include HP 98622. This is a protocol used mostly for instruments.
To set up a GPIO device, you need to create a device file using the following
command line, where Sc is the select code on the GPIO interface card:

mknod /dev/gpio ¢ 22 0xSc0000

You also must verify (or configure) your kernel contains the gpio kernel driver.
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Setting Up Data Communication on your System

Data communication means communicating to other people on your system or
communicating to people on other computer systems. It also means moving
(transferring) files from one system to another.

There are many data communication (datacom) packages on your system,
including the following from HP:

s UUCP

m NS-ARPA Services

s NFS

s RJE

= SRM

uucp

UUCP is a standard UNIX data and file transfer subsystem. You can read about
setting up and using UUCP in the Concepts and Tutorials.

NS-ARPA Services

You can purchase Hewlett-Packard’s local area network called NS-ARPA Services
to communicate with other systems. Refer to the Installing and Maintaining NS-
ARPA Services manual for information on how to install and set up NS-ARPA
Services. You must install the rfa, 1la, lanO1 and nsdiag device drivers.

NFS

You can purchase Hewlett-Packard’s Network File Services (NFS). Refer to the
appropriate manuals that came with the product for installation and setup
information. To use this product you will need the nfs device driver.

RJE

You can purchase a product called RJE. Refer to the installation manual that
comes with the product. You must install the rje device driver.

SRM

You can purchase utilities from Hewlett-Packard that allow your HP-UX system
to transfer files to and from an SRM (Shared Resource Management). SRM
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is a hard disk hierarchical file system that you can use with either the Pascal
Workstation or the BASIC operating system. Refer to the installation manual
that comes with the product. You must install the srm device driver.

Kernel Driver and Major Number for
Data Communications

This section shows the necessary kernel driver and major number for your data
communication package. Use the reconfig program to add the necessary kernel
drivers to your operating system (refer to “Creating a New Operating System”
in Chapter 6).

Only mass storage devices require a block-mode major number, so there is no
block-mode major number for data communication.

Table 4-8. Kernel Drivers and Major Device Numbers for Data Communications

Product Number Kernel Character-Mode
or Name Driver Major Number
NS-ARPA Services lla 18
NS-ARPA Services lan01 19
NFS nfs N/A
SRM srm 13
RIJE rje 15
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Setting the Terminal Characteristics

For most effective use of your terminal, HP-UX needs to know the type of terminal
or graphics display being used. If no terminal type is provided, the default value
is TERM=hp. The tset command sets terminal characteristics.

The default value of TERM is an hp terminal. This value works with Hewlett-
Packard terminals, but may not allow you to take full advantage of the features
of your terminal or graphics display station.

The default local login scripts ask you to enter your terminal type with the
prompt:

TERM = (hp)

If you press [Return], the TERM environment variable is set to hp. If you enter a
different value, the TERM environment variable is set to the value you enter.

Selecting a Value for the TERM Variable

HP-UX supports many types of terminals. The /usr/lib/terminfo database
tells HP-UX how to communicate with each terminal type. When you assign a
value to TERM, it must equal a value in the terminfo database.

For example, in Figure 4-8, the files listed under usr/lib/terminfo/2 show all
the acceptable values for TERM that begin with 2.
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( $ 1s /usr/lib/terminfo/2 )
2382 2397a 2621a 2623p 2626-x40 2640a
2392 2500 2621k45 2624 2626A 2640b
23924 2621 2621nl 2624a 2626P 2644
2392a 2621-48 2621nt 2624p 2626a 2645
2393 2621-ba 2621p 2625 2626p 2647
2393A 2621-f1 2621wl 2626 2627 2647F
2393a 2621-n1 2622 2626-12 2627a 2648
2394 2621-nt 2622a 2626-12-s 2627p 2648A
23944 2621-pb 2622p 2626-12x40 2628 2648a
2394a 2621-wl 2623 2626-ns 262x 2703
2397 26214 2623a 2626-s 2640 2709
23974 2621P
$

Figure 4-8. usr/lib/terminfo/2 Files
Table 4-9 outlines the most common terminal and graphics display settings for

Hewlett-Packard equipment. When more than one choice is provided, all choices
are equivalent.

Table 4-9. Settings for the TERM Environment Variable

If you are using a .. Set TERM to ..

terminal the terminal’s model number such as
2622, hp2622, or 262x

medium resolution graphics display | 3001 or hp3001
(512x600 pixels)

high resolution graphics display 300h or hp300h

(1024x768 pixels)

HP 98550 display station 98550, hp98550, 98550a, or

(1280x1024 pixels) hp98550a

HP 98720 or HP 98721 display station| 98720, hp98720, 98720a, hp98720a,

(1280x1024 pixels) 98721, hp98721, 98721a, or
hp98721ia
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Setting TERM with the tset Command

The tset command is a flexible command that sets the value of TERM and
initializes your terminal characteristics. If you always log in using the same
terminal type, you may want to change your local login script and eliminate the
TERM prompt. In the local script, the following command generates the TERM
prompt:

eval ‘ tset -s -Q -m ’:7hp’ °

To customize this command, replace the ?hp with the desired value of TERM. For
example, the following command initializes your terminal as a high-resolution
graphics display (300h):

eval ‘ tset -s ~Q -m ’:300h’ ¢

The tset command allows you to define conditions for choosing between multiple
terminal types. If you use more than one type of terminal (for example, one at
work and one at home), you may want to modify your tset command to include
multiple terminal types.
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Adding to /etc/checklist

The /etc/checklist file contains a list of file systems and swap devices. A file
system is an organization of files and directories on a disk. When you installed
HP-UX, one file system, the root file system, was created. You may create several
file systems (one per disk) if necessary. Swap devices are secondary storage
devices, usually on a hard disk drive, which are reserved for use by the virtual

memory management system. File systems, by default, leave room for swapping
at the end of the disk.

Add an entry to /etc/checklist for each file system you want automatically
mounted, checked, or used for swapping.

The format of an entry in /etc/checklist is:

spectal_filename directory type options bekup_freq pass_number comment

where:

speciol_filename The block-mode device name used by fsck, mount, or
swapon.

directory The directory where special_filename is to be mounted. The
directory must already exist and must be an absolute path
name.
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type

options

A code for the type of device. The possible values for type
are: hfs, nfs, swap, and ignore.

hfs

nfs

swap

ignore

Use if the file system is an HFS file system. The

HFS file system is the standard file system on Series
300 HP-UX.

Use if the special_filename is a remote NFS file
system. For NF'S file systems, the special_filename
field must be the serving machine name followed
by :. The colon is followed by the path on the
serving machine of the directory to be served. For
example, server:/mnt. The fields pass_number
and bckup_frequency are ignored for NFS entries.

Use when the special_filename will be used as a
swapping device. During system initialization, the
/etc/rc file executes the swapon -a command.
swapon will enable all devices in /etc/checklist
that are labelled with type swap. The fields
directory, pass_number, and bckup._frequency are
ignored for all swap entries. All swap entries are
ignored by the mount and fsck commands.

Use when the entry should not be used by any
command. This can be used to mark currently
unused entries. All ignore entries are ignored by
the mount and fsck commands.

If the entry is marked as hfs and is to be used by the
mount command, then this field can contain a list of comma-
separated options to the mount command.
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bekup_frequency

pass_number

comment

This field is reserved for future enhancements to backup
utilities.

The fsck program uses this field to determine the order
file system checks are done when using the -P option (as in
during bootup).

The fsck program will check the hfs type entries in the
order you specify. The root file system (/dev/dsk/0s0)
should always be “1” and it should be the only file system set
to “1”. Any file system labeled “2” will be checked after the
root file system. File systems labeled “3” will be checked
after the file systems labeled “2”. If more than one file
system is specified as the same value, then fsck deals with
all of them in parallel. This shortens the time required for
fsck. A file system with a pass_number of 0 will be ignored
by the fsck command. If pass_number is not present, fsck
will check each file system sequentially after all eligible file
systems with pass numbers have been checked.

This field is preceded by a “#”. You can put any comment
in this field.

The information stored in the /etc/checklist file is useful to the following

HP-UX programs:

mount -a

swapon -a

fsck

During bootup (via mount -a in /etc/rc), or if you execute the
command, mount -a, all file systems with a type of hfs or nfs
in /etc/checklist will automatically be mounted.

During bootup (via swapon -a in /etc/rc), or if you execute
the command, swapon -a, all swap devices with a type swap in
/etc/checklist will be enabled.

If you execute fsck without providing a list of file systems, all
devices in /etc/checklist of type hfs will be checked.

Note If additional swap devices are added to the system, they must be
configured as discussed in Chapter 6, the section “Configuring
Swap Space”.
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The /etc/checklist file is also useful during file system checking and system
shutdown. The shutdown command executes umount -a. The umount -a
command attempts to unmount all file systems listed in the /etc/checklist
file.

The example /etc/checklist file in Figure 4-9 will cause the following to
happen at bootup:

m The fsck program will check both the /dev/dsk/0sO and the
/dev/rdsk/1s0 file systems, and will ignore all entries of type swap, nfs,
and ignore, and all entries with pass_number of 0.

m All entries with type hfs and nfs will be mounted. In this example,
/dev/dsk/1s0 will be mounted on the directory /usr with read/write
permission. The remote NFS file system on the server machine will
be mounted at the /mnt directory with read/write permission. This is
accomplished automatically at bootup, using the mount -a command in
the /etc/rc file.

m If the command /etc/swapon -a has been added to the /etc/rc file,
then swapping to each device with the swap entry will be enabled during

bootup.

/dev/dsk/0s0 / hfs defaults 1 O # root disk
/dev/dsk/1s80  /usr hfs rw 2 0 #7945

/dev/dsk/1s0  /usr swap #7945 swap
server:/mnt /mnt nfs rw,hard 0 O #mount from server

Figure 4-9. /etc/checklist File

If you are temporarily removing a disk from the system, you should invalidate
the entries for that disk by changing the disk’s type to ignore.

Note that root is assumed to be a swap device, so you don’t need a separate swap
entry for the root file system. All other file systems that are also swap devices
must have both a file system entry (if you wish it to be mounted automatically)
and a swap entry (if you wish it to be automatically enabled for swapping).
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Configuring your HP-UX Cluster

Before using the diskless workstation capabilities you must create a clustered
environment on the machine that will be your root server. You will use
/etc/reconfig to create a clustered environment.

Prerequisites and Assumptions
Before creating a cluster environment you must have the following installed:

m Version 6.0 (or later) HP-UX (including the AXE, PE, and NS-ARPA
Services/300 products).

m Model 319C+, 330, 350, 360, or 370 (if version 6.2 or later), Model 350
(if version 6.0) to use as a root server. The root server must be equipped
with at least 8 Mbytes RAM, and at least a 130 Mbyte disk drive.

The steps given here assume you do not already have a clustered environment.
If you do, you should add to the environment, rather than re-create it.

Note If this was an update, and you previously had NS-ARPA Services
running on your machine, there are some important decisions you
must make about which system and ARPA hostnames to use.
Refer to Installing and Maintaining NS-ARPA Services.

HP-UX Cluster Information Sheet

You must gather information about the computers that will be on your cluster.
This information will help you set up the cluster. The following chart is for
the example cluster from the “Cluster Concepts” section of Chapter 2. It shows
the cnode names, internet numbers, link level addresses, and select codes for the
cnodes. There are blank forms on the next page. Copy and fill out as many as
you need for your cluster.

4-78 Customizing the HP-UX System



Workstation

ARPA

Hostname

Internet
Address

Cluster LAN card’s
Link Level Address
and Select Code

root server

/

cnode #1

cnode #2

cnode #3

cnode #4

cnode #5

cnode #6

cnode #7

cnode #8

cnode #9

cnode #10

cnode #11

cnode #12

cnode #13

cnode #14

cnode #15

cnode #16

cnode #17

cnode #18

cnode #19

cnode #20

\\\\\\\\\\\\\\\\\\\\
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Workstation

ARPA

Hostname

Internet
Address

Cluster LAN card’s
Link Level Address
and Select Code

cnode #21

/

cnode #22

cnode #23

cnode #24

cnode #25

cnode #26

cnode #27

cnode #28

cnode #29

cnode #30

cnode #31

cnode #32

cnode #33

cnode #34

cnode #35

cnode #36

cnode #37

cnode #38

cnode #39

cnode #40

Nl NI NI SN NI NI S SN SIS N SN NTISI SN N N~
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Example Cluster Information Sheet

Cluster LAN card’s
ARPA Internet Link Level Address
Workstation Hostname Address and Select Code (SC)

root server daisy 192.25.204.1 |0x080009004a11/SC=21

cnode #1 donald 192.25.204.2 |0x0800090044£f/SC=21

cnode #2 dewey 192.25.204.3 | 0x08000900a63f/SC=21
cnode #3
cnode #4
cnode #5
cnode #6
cnode #7
cnode #8
cnode #9
cnode #10

Hostname

This is a 1-8 character name. The name must be unique in the cluster.

Internet Address

Unique network addresses make it possible for a network to communicate with
other networks around the world. If your network has not been assigned a unique
network address, contact:

Network Administration Office
Information Networks Division
Hewlett-Packard Company
19420 Homestead Road
Cupertino, California 95014
(408/725-8111)
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If your network address is not assigned by the Network Administration Office and
you try to link with other networks, you may need to change all the addresses on
your network.

When you receive the network address portion of the internet address from the
Network Administration Office, it is in decimal dot notation as shown below.
Decimal dot notation consists of four address fields separated by periods (.):

192 .6 .2 .9
Network oddress \

Unique local address

The high order three numbers are the network address. The lower number is the
local address. All nodes on a network share the same network address and each
node has a unique local address. Once you have a network address, assign unique
local addresses for each of your computers. Do not put leading zeros on any of
the numbers; a leading zero indicates an octal number, not a decimal number.
Do NOT assign the local address values 0 or 255. These are reserved addresses.

If you wish to read more about internet addresses refer to the Installing and
Maintaining NS-ARPA Services manual.

LAN card link level address and Select Code

Each LAN card has a link level address associated with it. The link level address
is set at HP and cannot be changed. You will need this number while setting up
your clustered environment and when adding diskless cnodes.

If you have only one LAN card in the machine, leave this blank for now; you will
be instructed to enter the value later.

If you have more than one LAN card on the machine, determine the select code
and/or link level address for the cluster’s LAN card now. You can get a list of
all LAN cards and their select codes by using the dmesg command (you must be
superuser).

4-82 Customizing the HP-UX System

S



Creating the Clustered Environment

Step 1. Start reconfig.
You must start the reconfig program from the root directory (as the root user)
while in a quiet state (init state s). First, log in as the root user, then type:

cd /
shutdown

Wait for the message: “WARNING: YOU ARE SUPERUSER!!”, then remount
any file systems and start the reconfig program by typing:

mount -a
reconfig

You will see the menu shown in Figure 4-10.
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RECONFIG -- MAIN MENU
stk ks ok ook ok ok ok ok sk s ok ok ok ok sk sk sk sk ok ksl sk ok sk skakok sk sk ok ok

User Configuration
Workstation Configuration
Cluster Configuration

| | | LNEXT ] |PREVIO(E| | HELPT | SELECT | | | [ QUIT |
J

Figure 4-10. Reconfig Main Menu

Step 2. Select “Cluster Configuration”

Using the | NEXT | or |[PREVIOUS| keys, highlight the Cluster Configuration

menu item. Press the | SELECT | softkey. If you have shutdown your system as

stated in Step 1 then you will see the screen shown in Figure 4-11. If not, then
you will see the following message:

No extra processes can be running when setting up a clustered
environment. Exit reconfig and use the shutdown (i1M) command
to shutdown your system.

Press [Return] to return to Main Menu >>
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If you followed the procedure shown in this step (before starting the reconfig
program), you will be in init state s and you will not be in a windowed
environment. You can type “y” and continue. You will now see the menu shown

in Figure 4-11.

If you have not shut down your system, and you are not sure you are in the
correct environment, type “n” and begin with Step 1.

If, instead of the above message, you see a menu allowing you to add or remove
diskless cnodes, then the file called /etc/clusterconf already exists on your
system. The reconfig program assumes that if /etc/clusterconf exists then
you already have a clustered environment. To override this you must exit the
reconfig program and remove the /etc/clusterconf file.

sk ok ok sk sk ok sk sk sk sk ok ske e ok e ok sk sk sk sk sk sk sk ok sk sk ok skl sk skook ok ko sk skok skeskok sk

RECONFIG -- SET UP A CLUSTER ENVIRONMENT
sk sk sk ok o sk ok ok sk ki skl sk ok ok ok sk sk sk ok ok stk sk ok s ok ok sk ok sk ke ok

Root server’s Cluster Node Name:

LAN Card’s Link Level Address:
NS-ARPA Internet Address:

Min. # of Cluster Server Processes: 4

Root Server’s Cluster Node Name? >>

RESTORE ] | J ] | | | | HELP | r | |PREVMEM |

Figure 4-11. Creating a Cluster Menu
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Step 3. Type the requested information.

1. Enter your root server’s cnode hostname.

Type the node name. The node name can be 1 to 8 ASCII characters.
The name you enter will be used as your root server’s HP-UX hostname
and cnode hostname.

If you have only one LAN card (for the cluster LAN) then continue with
the Step 3.2 below. If you have two LAN cards, and one was previously
set up to communicate with other systems, you must use that ARPA
hostname here.

2. Select your cluster LAN card’s link level address.

This is the link level address of your cluster LAN card. You will see one
address for each LAN card currently attached to your system. The list
will be in the menu shown below:

link_level_address (at SC ##)

Use the ‘ NEXT 'or EREVIOUS} softkeys to highlight the proper address,

then press | SELECT |

Write this number onto your checklist.

3. Type your internet address.
This should be on your checklist.

If a value is automatically displayed for this field, that value is the internet
address associated with the cnode name chosen in Step 3.1. This cnode
name and its address already existed in the /etc/hosts file. You cannot
change this number and should continue with Step 4. If the internet
address is associated with the non-cluster LAN card you must follow the
instructions in “After Setting Up the Cluster Environment”.

4. Type the number of cluster server processes (CSPs) you wish to run.

The default value is 4. The best number of cluster server processes
depends on your particular cluster. Use the default unless you have
previously determined a better value. The absolute upperbound is the
value of the ngcsp operating system parameter. In general, the more
cnodes on your cluster, the greater this value should be.
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Once all the values are entered, you will be prompted to verify the numbers.
Once you have verified the values you will see the following screen:

The required Context Dependent Files (CDF’s) will

be created, a fully loaded Cluster kernel will be

built for the localroot, the needed NS-ARPA files

will be created or updated, and the /etc/clusterconf

file will be created with the localroot entry.

After this completes, the system will automatically reboot.

Once the process completes, you will be running in a Clustered
Environment and you will be able to call /etc/reconfig to add
additional cluster nodes as needed.

Do you wish to continue (y or n)? >>

Type “y” to continue the process. reconfig will execute several scripts that will
perform the tasks identified in the message shown above. The scripts are in the
files called CDFcustomize in the /system/* directories. The customization takes
about 5 minutes.

Look in the /tmp/reconfig.log file to see if any errors have occurred. If there
are errors you should determine what happened, fix the problem, and re-execute
the reconfig program.

You are finished configuring your root server to support an HP-UX cluster. Read
the remaining topics in this section: they are very important. When you are
finished you can add diskless cnodes to your cluster using the procedures given
in the section “Adding a Diskless Cluster Node”.
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What the reconfig command has done to your system

You now have a clustered environment on your root server. The reconfig
command has done the following:

created the /etc/clusterconf file

There will be two lines in the /etc/clusterconf file. The first line
contains your root server’s link level address. The second line has some
root server node information.

turned several files into CDFs

For a list of the files that are now CDF's, along with their subfile names
and permissions, refer to the “Concepts” chapter.

created a fully loaded cluster kernel for the root server

The kernel is built using /etc/conf/dfile.maxservr which is copied to
/etc/conf/dfile+/rootserver-nodename. During customization, /hp-
ux is turned into a CDF. Your root server’s version of the kernel resides in
the file /hp-ux+/rootserver_cnodename. For example, if your root server’s
cnode name is daisy, the kernel would be in /hp-ux+/daisy.

put an entry for the root server in each of the following files (unless the
entry was already there):

/etc/hosts (root’s home directory)
/etc/hosts.equiv
$HOME/ . rhosts

/etc/X0 . hosts (if it exists)

On a system with a previously existing LAN card, where your cluster
LAN card is not at the same select code as an existing /dev/lan:
reconfig created a new device file called /dev/ieee.cluster, and
edited the /etc/rc file to change the line /etc/rbootd to /etc/rbootd
/dev/ieee.cluster.

moved /etc/netlinkrc to /etc/netlinkrc.stdl
moved /etc/newconfig/netlinkrc.dsk to /etc/netlinkrc

Any customization done to netlinkrc must be redone to the new
netlinkrc.
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If your root server has two LAN cards:

If you have only one LAN card on your root server, you can now set up your
diskless cnodes.

If you have problems with the concepts described in this section then refer to
the Installing and Maintaining NS-ARPA Services manual. The steps described
here are specific to the situation of adding a cluster LAN card to a system on
an existing LAN, and should be followed, but the section does not describe the
concepts.

If your system was on an existing LAN (which is different from your new cluster
LAN) then use your system as a gateway to the old LAN. This means that you
set up you root server hostname to be the same as your old ARPA and HP-UX
hostname. You now must add entries to configure the new cluster LAN card’s
ARPA hostname.

In the following set of steps, assume the original ARPA hostname (and HP-
UX hostname) is arpahost, and the new (cluster’s) ARPA hostname will be
servrlan. The arpahost internet address is xx.xx.xx.1 and the servrlan
internet address is xx.xx.xx.2.

Before adding diskless cnodes to your cluster you must complete the following:

m You must add a new entry (for the cluster LAN card) into the following
files: /etc/hosts, /etc/hosts.equiv, and $HOME/.rhosts. Using the
example above, the files would look like:

O /etc/hosts

XX.xx.xx.1 arpahost
XX.XX.XX.2 servrlan

o /etc/hosts.equiv

arpahost
servrlan

o /.rhosts

arpahost root
servrlan root
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m You also must add a route statement for each cnode in the cluster. Route
statements are put into the /etc/netlinkrc file. Find the commented
case statement that looks like the following:

# case $NODENAME in
# *) # add rootserver routes here

# ..

# esac

To add a route statement for all other diskless cnodes on the cluster LAN,
replace the commented line with a valid route command, using the ARPA
hostname associated with the root server’s cluster LAN. Using the above
example, your final case statement would look like:

case $NODENAME in
$ROOTSERVER) # do nothing with the gateway unless you need to
# add route statements for other systems
%) /etc/route add default servrlan 1

esac

m Also in the /etc/netlinkrc file, you must add ifconfig statements. For
each LAN card in the root server, up to and including the cluster’s LAN

card, you must have an ifconfig statement. Find the following case
statement:

case $NODENAME in
*) /etc/ifconfig lanO ‘hostname‘ up

esac

Add additional case statements so the section looks like:

Case $NODENAME in
$ROOTSERVER) /etc/ifconfig lan0 ‘hostname‘ up
/etc/ifconfig lani servrlan up
*) /ééc/ifconfig lan0 ‘hostname‘ up
esac v
The way this works: Your cluster LAN card is associated with a name that is
different than your root server’s name. The ifconfig statements executed for
the $ROOTSERVER will power up both LAN cards and the /etc/route statements
executed for all non-$ROOTSERVER entries will make requests to the arpahost
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LAN through the servrlan LAN card. The advantage in doing this is that you
(the root server) will maintain one name within your cluster as well as outside
your cluster. The same solution will work if the gateway is on a diskless cnode.

After Setting Up the Cluster Environment

You now have a working root server. After you have set up your cluster
environment, you can add diskless cnodes. If you know that you will have a
diskless cnode as a gateway, do the “After Adding a Cnode” before adding any
cnodes (including the one that will be the gateway). Then reboot the root server
and add cnodes.

If you decide, later, to add a gateway cnode, this step will be done after adding
the cnode. However, if you know now that one of your cnodes will be a gateway,
doing this step first will prevent you from rebooting multiple cnodes later.
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Adding a Diskless Cluster Node

One of the benefits of an HP-UX cluster is the ability to add an additional
workstation without adding an additional disk drive and re-installing HP-UX
and/or applications. The new workstation is called a diskless cluster node, or
cnode. Adding and removing a diskless cnode is done with the reconfig program.

Before Adding a Cnode
Before adding a cnode make sure of the following:
m your cnode has Rev B or later boot ROM

m you have a root server set up (refer to the section “Creating a Clustered
Environment”

m the LAN card (that will connect to your cluster) on the cnode is one of
the two lowest select codes of all your LAN cards (generally Select Code
21 or 22)

m your cnode has at least 3 Mbytes of RAM installed

Procedure

If you have a cnode identified to be a LAN gateway, add that cnode first. When
you add a gateway cnode, you must reboot the cluster. If you add the gateway
first, there will be fewer systems to reboot.

To add a cnode to your existing cluster follow these steps:

Step 1. Powerup your diskless cnode and get into the boot ROM’s
attended mode.

To add the diskless cnode to the cluster, you must supply the link level address
of the cnode’s cluster LAN card. To get the address, powerup the diskless cnode
get into the boot ROM’s atterrded mode. (To get into the attended mode, press
the space bar immediately after turning on power, and continue to hold it down
until you see the word keyboard listed on the left side of the console display.
This will stop the boot ROM sequence to give you time to copy the address.)
You will see a screen similar to the one shown in Figure 4-12.
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If you are already running an HP-UX system on the computer, type:

shutdown -h O

u then wait for the “halted” message and cycle power (and boot in the attended
mode).

Copyright 1987,
Hewlett-Packard Company.
All Rights Reserved.

BOOTROM Rev. C

Bit Mapped Display

MC68050 Processor

Keyboard

HP-IB

HP98620B

HPO8644 at 9

HP98625 at 14

HP98643 at 21, 080009000001

U 4182016 Bytes

SEARCHING FOR A SYSTEM (RETURN To Pause)
L RESET To Power-Up

Figure 4-12. Example Boot ROM Display

Each LAN card will show up in the format:

lancard_partnum at select_code, link-level-address

u (for example, HP98643 at 21, 080009000001). Write down the cluster LAN
card’s link level address on the information sheet you started for your cluster.

Leave the cnode in this state. You will come back later to finish the boot sequence.
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Step 2. Start the reconfig program and go to the “Add a cluster node”
menu.

On your ROOT SERVER: m

Log in as the superuser, root, on your root server. Start the reconfig program
by typing:

/etc/reconfig

You will see the menu shown in Figure 4-13.
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RECONFIG -- MAIN MENU
st sk ke ko sk ke sk e sl sk ks o sk sk ke sk sk ke s s stk e ks e o sk ok o

User Configuration
Workstation Configuration
Cluster Configuration

|L || NEXT ||PREVIUU§| | HELP H SELECT |L || QUIT |
J

Figure 4-13. Reconfig Main Menu (/-\>

Using the | NEXT | or |PREVIOUS| keys, highlight the menu item “Cluster

Configuration”. Press the| SELECT |softkey. You will now see the menu shown
in Figure 4-14.
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Add a diskless cluster node
Remove a diskless cluster node
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Figure 4-14. Adding/Removing Cnode Main Menu

Using the | NEXT | or |PREVIOUS| keys, highlight the menu item “Add a

diskless cluster node”. Press the | SELECT | softkey. You will now see the
menu shown in Figure 4-15.
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Cluster Node Name:

LAN Card’s Link Level Address:
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Figure 4-15. Form for Adding a Cluster Node

Step 3. Add the new cnode information to your root server.

1. Type the cnode’s name.

The name must be between 1 and 8 characters (any ASCII characters).
This name must be unique to the network.

If you have an existing network, and you will be using this cnode as
a gateway Into the existing network, this field must be the same as the
existing ARPA hostname and HP-UX system hostname. This is explained (ﬁ
in more detail in the section “If you have two LANs on your root server”. S
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2.

Type your cnode’s LAN card link level address.

You wrote this number down in Step 1. If not, go back to Step 1 to obtain
the cnode’s LAN card link level address. Do not type the select code, type
just the link level address.

. Enter the cnode’s NS-ARPA internet address.

You wrote the internet address down on your checklist. It has the same
network address portion as the root server’s internet address, but a
different local address part. The local address part makes this internet
address unique within the network.

If an address is displayed here, it is the address associated with the ARPA
hostname entered in step 1 above. You cannot change the address in this
case. If this address is associated with the original LAN card, then you
must follow the instructions in the “After Adding a Cnode” section.

After you verify that all the cnode information is correct, the reconfig program
will customize your cluster to add the new cnode. You will know it is finished
when you see the message: New cluster node <name> added to the cluster.
The reconfig program does the following:

adds the new node’s entry into the /etc/clusterconf file

modifies several system CDFs to add the new cnode. The system CDF's
are listed in the section “System CDFs” in the “Concepts” chapter.

adds entries into the /etc/hosts, /etc/hosts. equiv, /etc/X0.hosts (if
it exists) and $HOME/ .rhosts files, if the entries are not already there.

adds an element to /hp-ux+

The kernel matches /etc/conf/dfile+/cnode-name which is a copy of
/etc/conf/dfile.cnode.

Step 4. Exit the reconfig program or add additional cnodes.
Exit the reconfig program by pressing the [PREVMENU| softkey twice, then pressing

the softkey.

If this diskless cnode will also be the LAN gateway, complete the section “If your
diskless cnode will also be a LAN gateway” before continuing with Step 5.
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Step 5. Go back to your cnode.

If you left the cnode in attended boot ROM mode in Step 1, you should see an
entry on the right side of your screen for the root server. It will look similar to:
LAN, 21, daisy
1H SYSHPUX

1D SYSDEBUG
1B SYSBCKUP

Choose the correct operating system (for example 1H). When the cnode boots,
you will receive a login prompt. Log in, remembering that you are using the same
logins and passwords as on the root server.

If you did not leave the boot ROM in attended mode in Step 1 and your cnode
is attached to a disk drive containing a bootable system, then you are probably
booted to the system on the disk drive. Log in. If it is an HP-UX system, type:

getcontext
If you get a message saying “not found”, or if the returned string contains the
word “standalone” or “localroot”, then you are booted to the wrong system. If
the returned string contains the word “remoteroot”, then you are booted to the
correct system.
If you are booted to the wrong HP-UX system, then type:

shutdown -h O

when you receive the “halted” message, cycle power on your cnode and boot in
attended mode.

If you do not see the new operating system entry, cycle power to restart the boot
ROM to see if it now sees the root server. If not, begin with Step 1 and verify
all the information.

After Adding a Cnode

You can now add terminals and other peripherals for the new cnode if you wish.
Because the /dev directory is a CDF, any peripherals you attach to the diskless
cnode can be used only locally, by the cnode, and must be added while logged
into the cnode to which the peripheral will be connected.
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If you wish to use a swap device local to the new diskless cnode, you must follow
the instructions in Chapter 6 for reconfiguring the kernel for swap space. In most
clusters the diskless cnodes will swap to the root server.

If your diskless cnode will also be a LAN gateway:

If your diskless cnode has multiple LAN cards, and will be the gateway between
the HP-UX cluster and other LANs, then you must complete this section.

If you have problems with the concepts described in this section then refer to
the Installing and Maintaining NS-ARPA Services manual. The steps describe
here are specific to the situation of adding a cluster LAN card to a system on
an existing LAN, and should be followed, but the section does not describe the
concepts.

If your cnode was previously connected to a LAN, and your system will now act
as the gateway between your HP-UX cluster and systems on other LANSs, the
ARPA hostname associated with the cluster’s LAN card will be different than
the ARPA hostname by which non-cluster computers know you.

As an example, assume your original ARPA hostname is arpahost, and the
cluster LAN’s ARPA hostname will be cnodelan. The internet address associated
with arpahost is xx.xx.xx.3 and the internet address associated with cnodelan
is xx.xx.xx.4.

Before booting this diskless cnode, you must do the following:

1. You must add a new entry (for the cluster’s LAN card) into the following
files: /etc/hosts, /etc/hosts.equiv, and .rhosts. Using the example
above, the files would look like:

m etc/hosts

XX.xx.xx.3 arpahost
XX.XX.XX.4 cnodelan

m /etc/hosts.equiv

arpahost
cnodelan

m /.rhosts

arpahost root
cnodelan root
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2. You must add a route statement on each cnode in the cluster. Route
statements are put into the /etc/netlinkrc file. Find the commented
case statement that looks like the following: q

# case $NODENAME in
# *) # add route commands for specific nodes here
# ..

# esac

To add a route statement for all other cnodes on the cluster LAN,
assuming the example above, you would add lines so your final case
statement would look like:

case $NODENAME in
arpahost) # do nothing with the gateway
*) /etc/route add default cnodelan 1

I

esac

3. Also in the /etc/netlinkrc file, you must add ifconfig statements. For
each LAN card in your system, up to and including the cluster LAN card, q
you must have an ifconfig statement. Find the following case statement: \
case $NODENAME in
*) /etc/ifconfig lanO ‘hostname‘ up

esac

Change the case statement so in now looks like:

case $NODENAME in
arpahost) /etc/ifconfig lan0 ‘hostname‘ up
/etc/ifconfig lanl cnodelan up
*) /etc/ifconfig lan0 ‘hostname® up

esac
4. Reboot the cluster.
5. Boot the cnode. m

The way this works: Your cluster LAN card is associated with a different name
than your diskless cnode hostname. The ifconf ig statements executed for the
arpahost will power up both cards. The /etc/route statements done for all

4-100 Customizing the HP-UX System



non-arpahost entries will make requests to the arpahost LAN go through the
cnodelan LAN card. The advantage in doing this is that you (the diskless cnode)
U will maintain one name within your cluster as well as outside your cluster.
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Removing and Renaming a Cluster Node

This section explains how to remove and/or rename a diskless cnode. You cannot
remove the root server, and it is difficult to rename the root server; neither will
be discussed.

Removing a Diskless Cluster Node
Step 1. Start the reconfig program and go to the “Add a cluster node”
menu.

You must be logged in as the superuser, root, on the root server. Move to the
root directory and start the reconfig program by typing:

cd /
/etc/reconfig

You will see the menu shown in Figure 4-16.
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User Configuration
Workstation Configuration
Cluster Configuration
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Figure 4-16. Reconfig Main Menu

Usine the | NEXT | or [PREVIOUS| keys, highlight the menu item “Cluster
g

Configuration”. Pressthe| SELECT |softkey. You will now see the menu shown
in Figure 4-17.
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Figure 4-17. Adding/Removing Cnode Main Menu

e

Using the uTEXTj or I@VIDIE] keys, highlight the menu item “Remove a

cluster node”. Press the | SELECT softkey. You will now see the form shown
in Figure 4-18.
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Cluster Node Name: cnodel
Remove Cluster Node Specific CDF’s: no

The cluster nodes currently defined within your cluster are:

cnodel cnode 2 cnode3

Cluster Node Name? >> cnodel
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Figure 4-18. Form for Deleting a Cluster Node

Step 2. Select the node for deletion

Using the r NEX‘LI or EREVI(EI keys highlight the name of the cluster node
you wish to remove from the cluster (you can type the cluster node name if you

prefer). Press the | SELECT |softkey.

Answer yes or no to the question Remove Cluster Node Specific CDF’s?.

If you decide to remove cnode-specific CDFs, the reconfig program will check
the file system for all CDFs that contain a file with your cnode’s name, and will
remove those files. If you answer no, these cnode-specific files will stay on your
file system. You should answer this “yes” unless you have some specific reason to
leave the cnode-specific files on your system. This process will take from one to
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ten minutes depending on the size of your file system. You will see the following
warning:

WARNING: All CDF entries of "name" will be removed.

The reconfig program asks if you wish to remove additional cnodes. If you wish
to remove additional cnodes go to step 2.

If you are finished removing cnodes, press the [PREVMENU softkey to return to the
previous menu. You may then do additional tasks or exit the reconf ig program.

Renaming a Diskless Cluster Node

The easiest way to rename a diskless cnode is to remove it and then add it again
with a different name. The steps are described below:

1. Using the reconfig program, remove the diskless cnode (and all its

CDFs). This procedure is described in the previous section “Removing a
Diskless Cluster Node”.

2. Edit the /etc/hosts file. Remove the cnode’s entry in /etc/hosts.

3. Using the reconfig program, add the diskless cnode. This procedure is
described in the previous section “Adding a Diskless Cluster Node.”
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Creating a New File System

b If you run out of space on your root file system, you can either remove enough files
to gain space or you can add an additional disk and create another file system.
You then mount this new file system to your existing file system hierarchy and
use the disk space to store your files. The newfs command is used to create the
file system on your disk. Before creating a new file system, you may wish to
consider some of the default newfs values to decide if they are correct for you.

Many of the parameters for newfs are determined from the /etc/disktab file.
This file contains information on Hewlett-Packard disk drives. It contains many
comments that explain how parameters are determined, what the default swap
space is for a disk, descriptions of disks, and example mknod commands.

As of the 6.2 release of HP-UX you have the option of creating a file system
allowing the standard 14-character file name limit or allowing up to a 255-
character file name. There is a new option to the file system creation commands
so you can create file systems with the long file names. Refer to the section

[ “Enabling Long File Names” for information on creating and using long file
u names.
Prerequisites

Before creating a file system on your disk drive or flexible disk you must have
completed the following:

m Connected the mass storage device on which the file system will exist to
your HP-UX system. Refer to the “Adding Peripheral Devices” section
in Chapter 4, and the installation manuals supplied with your Series 300
computer and the mass storage device.

m Created both a character and a block device file for the mass storage
medium. Use the instructions in the “Adding Peripheral Devices” section
of Chapter 4.

utility initializes the medium on which the file system will reside. Refer to
“Initializing Media” in Chapter 5 or the mediainit(1) entry in the HP-UX
Reference.

U m Initialized the media with the media initialization utility mediainit. This
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Creating the File System

Once you have an initialized disk (refer to the “Prerequisites” section above) you

are ready to create the file system. Follow these steps:

1. Turn on the disk drive (if you have not already done so).

2. Log in as the root user (if you have not already done so).

3. Create the file system by using the newfs command.

A file system can be created on the Series 300 HP-UX system using
either newfs or mkfs. newfs is a friendly front end to mkfs, and is the

recommended command to use. The newfs syntax is:

newfs [-L | -S] [-n] [-v] [mkfs-options] device_file disk_type

-n
-V

mkfs-options

device_file

disk_type

Creates a file system with long file names (up to 255
characters). The default (which can also be specified with
the -S option) is the standard 14-character file name limit.

Prevents the bootstrap programs from being installed.
Prints a verbose listing of the newfs actions.

Options to mkfs that will override default parameters. The
default for many of these options are defined for your disk
drive in the /etc/disktab file. For details on these refer
to the newfs or mkfs entries in section 1M of the HP-UX
Reference or to Table 4-10 later in this section.

The character device file name associated with the disk
drive where you are creating the file system.

The type of the disk as specified in the /etc/disktab

file. newfs uses defaults from both mkfs and from the
/etc/disktab file. The mkfs defaults are listed in

Table 4-10 (the N/A means Not Applicable). The disktab
file contains disk-specific information for newfs. Refer to
disktab(4) and newfs(1M) in the HP-UX Reference for
more information. If your disk is not in the /etc/disktab
file, read the comments in /etc/disktab for information
on creating a new entry.
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If you need to change the default swap space size, the minimum amount
of free space on your file system, or any other parameter to newfs/mkfs,
you should determine the values now. Refer to the section “Configuring
Swap Space” in Chapter 6 for a description of swap space.

For example, if you have an HP 7946 disk drive associated with the device
file /dev/rdsk/1s0, and you wish to create a file system using only default
values, type in:

newfs /dev/rdsk/1s0 hp7946
An example of creating a file system specifying the swap space is shown

in the section “Configuring Swap Space and the Root Device” in this
chapter.

Note

The mkfs and newfs programs will list the alternate superblock
locations in a file called /etc/sbtab. Get a hardcopy of this
file in case your file system becomes corrupted and you need the
information; you can use an alternate superblock with fsck to
repair your file system.

After Creating the File System

Before you can use the file system you have put on your disk you must mount it,
into your file system hierarchy. The basic steps are:

1. Create a directory on which to mount the new file system.

mkdir /mount_directory

2. Mount the new file system onto /mount_directory.

mount /dev/fname /mount_directory

where /dev/fname is the name of the block file associated with the mass
storage medium.

For additional information on mounting refer to the section “Mounting
and Unmounting File Systems” in this chapter.
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If the newly created file system is intended as a permanent addition, add
it as an entry to the /etc/checklist file. This will cause the new file
system to be checked and mounted when the system is booted. q

Add the new file system to /etc/checklist by inserting the name of the
character device file name associated with the file system. Refer to the
section “Adding to /etc/checklist” in this chapter for more information.

In addition, if the new file system will be used as an additional swapping
device, refer to the section “Configuring Swap Space” in Chapter 6.
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Table 4-10. mkfs Defaults

/etc/disktab

Parameter Names Range Default Comments

size s0 N/A none In 1024 blocks. If using
newfs size will (by
default) be taken from
/etc/disktab. Size
is the total disk size
minus the swap size in
1024 blocks.

block-size b0 4K or 8K MAXBSIZE Specified in bytes.

(8K)
frag-size fo 1024 to 1024 bytes Specified in bytes.
block-size Must be an even

multiple of 1024.

number of nt greater than 0 |16 Taken from

tracks per /etc/disktab if using

cylinder newfs.

number of ne 1to 32 16

cylinders

per disk

% free N/A 0 to 100 10% Once this threshold has

space been crossed only the

reserved superuser can continue
to write.

revolutions rpm N/A 3600 If using newfs

per minute : the parameter is
revolutions/minute and
the value can be taken
from /etc/disktab.

number of N/A 1 to (function |max (2048, Number of inodes

bytes per of file system fragment size) |allocated is a

inode size and other function of block size.

parameters)

Maximum is 2048
inodes per cylinder
group.
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For most installations, the default file system setup is correct. If you have an

installation that requires a different file system configuration, use the following
guidelines:

m If your system will have many small files, you can decrease the average
number of bytes per inode. This will give you more inodes, and enable
you to create more (but smaller) files. A larger number of inodes will take
more space on your file system.

m If your system will have only a few large files, you can increase the space
available for data by increasing the average number of bytes per inode.

m Decreasing the minfree parameter enables you to write to an additional
percentage of file system space. The lower the percentage, the greater
the possibility that your file’s blocks will be scattered on the disk. Also,
performance decreases as the disk fills up.

m Decreasing the file system size will give you more swap size, which enables
you to run larger programs, but decreases the area where you can store
files. Some optional application programs for HP-UX require above-
average amounts of swap space. Refer to your application’s manuals to
see if large swap areas are required.

m Increasing the file system size will give you less swap size. If you have a
swapping device separate from your file system, this will give you a larger
file system, yet allow you to execute large programs.
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Enabling Long File Names

To adhere to AT&T System V UNIX, all HP-UX releases prior to 6.2 impose a
maximum file name length of 14 characters. The system silently truncates all file
names passed in through a system call to 14 characters.

BSD 4.2 UNIX introduced what is commonly called long file names. It allows
file names to be up to 255 characters long and uses variable-sized directory entry
data structures to allow for efficient disk and memory usage. Since many HP-UX
systems are networked to other UNIX systems that support long file names, HP
implemented this feature in the 6.2 release.

HP-UX file systems can be configured to support either long or short file names.
Short file names are the standard AT&T UNIX 14-character file name limit. Long
file names are names up to 255 characters. HP-UX on the Series 300 machines is
installed as a short file name system. You can optionally enable long file names
on a per-file-system basis. When configured with the short file names, HP-UX
file systems are the same as earlier system releases that are not configured to
accept long file names.

Main Differences Between Long and Short File Names

In an HP-UX file system using short file names the maximum length of a file name
or directory name is 14 characters. The system will accept file names longer than
14 characters but will truncate the file name after the fourteenth character. The
system will return an error when a file name longer than 255 characters is passed
to a system call.

Also, in an HP-UX file system with short file names, directory entries are always
aligned on 32-byte boundaries because an entry always contains 32 bytes of
information. In a file system that accepts long file names the directory entries
may vary in size and are guaranteed only to be aligned on a 4-byte boundary.

A file system with long file names has a different magic number than a file
system with short file names. The magic number is in the superblock of
the file system. Refer to “File System Implementation” in Chapter 2 (or in
/usr/include/sys/fs.h) for a description of the file system superblock.
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Long File Names or Short File Names?

If you wish to have the flexibility of 255-character file names, or if you need the
long file names for compatibility with other systems, you should change your file
system to support long file names.

Do not change to long file names if:
® You need 14-character file names to be compatible with other systems.

® You plan to use applications that read directory file information and
do not use portable directory routines (like those described in the
directory(3c) entry of the HP-UX Reference). If these applications assume
that directories are an array of fixed-size entries, they will not work
with long file names. You must rewrite the application to correct the
assumptions about directories using the directory routines. You must
include ndir instead of dir.h to use directory routines. This way, the
applications can properly parse the directory file information required by
long file names. There is no way, other than reading the source code, to
determine correct usage.

For more information, refer to the directory(Sc) pages in the HP-UX
Reference.

= You plan to use programs that open or read directories directly (with
no source code available) that were developed or compiled on releases of
HP-UX that do not support long file names.

To determine this, you need to contact the original supplier of the software
to see if it opens or reads directories directly. If this is not possible, the
software should be tried on a scratch long file name system.

m Other systems in your organization run versions of UNIX or HP-UX that
impose a 14-character limit on file name length. In this environment, you

may want uniformity across the systems so that files may be moved to
different systems.

All HP-UX commands and utilities work properly with either configuration.
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Enabling Long File Names on an Existing File System

Before Converting to Long File Names

Once you have converted your system to long file names, it is not easy to change
back to short file names. Because of this, you should find out (before converting)
if your applications will perform properly with long file names. To be sure, you
can convert a temporary or scratch file system and then run your applications on
this test file system.

Converting to Long File Names

If you have an HP-UX file system with short file names, you can use the
/etc/convertfs utility to convert the file system to allow long file names. Follow
these steps:

1. Back up your system before you use the convertfs utility.

The procedures for backing up your file system are in the section “Backing
Up Your File System” in Chapter 5.

2. Shut down your system to the system administration state:

cd /
/etc/shutdown

Refer to “Shutting Down the System” in Chapter 3 for more information.
3. Execute the convertfs utility. It has the following syntax:
/etc/convertfs  [file_system_names]

There are two ways to use this command: let it prompt you for the file
system names listed in /etc/checklist or supply it with a list of file
system names.

a. To let convertfs prompt you for the file system names listed in
/etc/checklist, enter:

/etc/convertfs
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You will receive these messages:

Warning: Conversion to long file names is irreversible and certain
programs may not work with long file names.

Converting the file system will cause a system reboot. The system
should be shutdown into single user state and all non-root file
systems should be unmounted before this utility is run.

Do you wish to continue? [y/n]

If you used the shutdown command to get your system to the
system administration state (single-user), then answer y.

The program will then ask you if you want to convert all of the
normally mounted file systems listed in the /etc/checklist file.
If you answer no to this prompt, for each file system listed in
/etc/checklist/convertfs, it will ask if you wish to convert
the file system. Respond to the prompt for each file system. HP
recommands changing all or none of the file systems.

. If you wish to specify the names of the file systems to convert, fol-

low the convertfs command with the name of the file system you

want to convert. For example, to convert /dev/rdsk/ c2d0s10,
enter:

/etc/convertfs /dev/rdsk/c2d0s10

The convertfs utility will convert the named file system without
prompting for input.

Note

Although the convertfs utility allows just one (or a few) file
systems to be selected for conversion to long file names, HP
recommends that you convert all or none of your normally
mounted file systems in /etc/checklist. This is to prevent
inconsistencies and undesired events that can occur if you mix
long and short file names on the same system.

The convertfs utility will modify the superblocks and reformat the directories in
the file systems you want to convert. After modifying each file system, convertfs
will execute an fsck so that the file system can again be mounted.
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If you have converted the root file system, convertfs will reboot the system so

that the changes made to the file system superblock will not be overwritten by
an update of the superblock in the system memory.

b After you reboot the system or remount the converted file systems you will be
able to use long file names on the converted file systems.

After Converting to Long File Names

Once you have converted your file system to enable long file names, there are a
few things to be aware of:

m After the filename conversion is complete, you must recompile all pre-
6.2 programs that use the routines listed in directory(3c) in the HP-
UX Reference. This will ensure that these routines will correctly parse
directories for a system that supports long file names.

m Once you have converted to long file names, you cannot easily convert
back to short file names. If you must convert back to short file names,
follow these instructions:

b o Make sure all file names are 14 characters or shorter. Use the mv
command to change long file names to short file names.

o Back up the entire file system using the procedure described in
“Backing Up Your File System”.

o Recreate the file system with short names using the -S option to
newfs or mkfs. If the root file system needs to be converted back
to short file names, reinstall it from the installation tape.

o Recover your files from the backup media.

m The newfs program will create new files of the same type as the root file
system. If you converted the root file system, then all new file systems
you create will (by default) allow long file names. There are two new
options to newfs and mkfs: -S for short file names and -L for long file
names.
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Long File Names and Your System

Using a Recovery System with Mixed File Name Lengths

Your recovery system will work with mixed file name lengths. However, as always
you must have a current version of recovery system so it understands both types
of magic numbers, and so it has the right version of file system commands.

Mounting File Systems with Long File Names

You can mount file systems with long file names onto file systems with short file
names, and vice versa. However, mixing file systems may cause your users some
confusion. For example, if you copy from a file system with long file names to
one with short file names, the file name may be truncated:

cp /lfn/supercalefragelistic /sfn/.
would yield the file /sfn/supercalefrage

This new file has a different name, but also, if a file by that name alréady existed,
this new file would replace the old one.

Writing Programs in a System with Long File Names

Make sure shell scripts and programs do not assume a 14-character limit. Note
that scripts and programs making this assumption would work on a system with
short file names but could stop working when moved to a system with long file
names.

User programs may need to determine if a file system uses long file names. To
do so:

1. Create two unique temporary file names. One has 14 characters (file one)
and the other has 15 characters (file 2). The first 14 characters of these
two files must be the same.

2. Stat each file.

3. Compare both st_dev and st_ino of the stat structure for the two files.
If both fields of both files are the same, the file system in which file 1 and
file 2 reside uses short file names. If they are not the same, it is a long
file name file system.
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Do not assume other file systems (i.e., over NFS) have a maximum length of
either 14 or 255. Although most NFS servers support one of these two maximum
file name length, there are a few vendors that use a different size.

For example, the following pieces of C code will check file name length:

/* WARNING: Although most UNIX (Trade Mark of AT&T) systems support file
systems whose maximum file name length is either 14 or 255
characters, there are some venders who support file systems with
various filename lengths. If an application is to run in a NFS
environment, is_truncated() should be used to determine if a
particular length is allowed in a certain file system.
is_1fn() and is_truncated() are written without error checking,
users might want to check return code of system calls.

*/

#include <sys/types.h>
#include <sys/stat.h>
is_1fn()

{

struct stat statl, stat2;

char filel [MAXNAMLEN+1];

char file2[MAXNAMLEN+1];

int i;

sprintf(filel, "abcdefgh.%-.5d", getpid());
sprintf (file2, "abedefgh.%-.5da", getpid());
creat(filet, 600);

creat(file2, 600);

stat (filel, &statl);

stat(file2, &stat2);

if ((statl.st_dev == stat2.st_dev) &% (statl.st_ino == stat2.st_ino))
i=0;

else 1 = 1;

unlink (filel);

unlink (file2);

return(i);

}

/* This routine tells caller if the file can be created with that name (without
being truncated). */

is_truncated (filename)
register char *filename;
{

struct stat statl, stat2;
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char other [MAXNAMLEN] ;
int len, 1i;

len = strlen(filename) - 1;
strncpy(other, filename, len);

creat(filename, 600);

creat (other, 600);

stat (filename, &statl);

stat (other, &stat2);

if ((statl.st_dev == stat2.st_dev) && (statl.st_ino == stat2.st_ino))
i=1;

else 1 = 0;

unlink (filename);

unlink (other);

return (i);
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The following show situations where your existing program may not work when
your system is converted to long file names:

N m Software that opens directories, reads the directory entries directly, and
b expects the size of directory entries to be a constant.

This software should be changed to use directory library routines or
use getdirentries system calls. You should include ndir.h instead of
sys/dir.h when you use the directory library.

Here are two examples: the first one works only with short file name
systems, the second works with both long and short file name systems:

/* This routine accept 2 arguments. The first is a directory path and
the second is a filename which is to be searched in the directory.
This routine will work in a short filename file system but NOT in a
NFS environment nor in a long filenames file system. */

#include <sys/dir.h>

find_name(dnamep, fnampe)

register char *fnamep, *dnamep;

{

N register int i, len;

\\_// register int £d;

struct direct ds;

fd = open(dnamep, O_RDONLY));
len = strlen(fnamep);

while (read(fd, &ds, sizeof(struct direct)) == sizeof (struct direct))
if (ds.d_namlen == len &% !strcmp(ds.d_name, fnamep)) {
printf("%s is found\n", fnamep);
close(£d);
return(0) ;

}

printf("%s is not found\n", fnamep);
close(£fd);
return(l);
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/* This routine accept 2 arguments. The first is a directory path and
the second is a filename which is to be search in the directory.
This routine will work in a NFS environment, long filenames and
short filenames file systems.*/

#include <ndir.h>

find_name(dnamep, fnamep)

register char *fnamep, *dnamep;

{

register int i, len;
DIR *dirp;
struct direct *dp;

dirp = opendir(dnamep));
len = strlen(fnamep);

while (dp=readdir(dirp)){
if (dp->d_namlen == len && !strcmp(dp->d_name, fnamep)) {
printf ("%s is found\n", fnamep);
closedir(dirp) ;
return(0) ;
}
}
printf("%s is not found\n", fnamep);
closedir(dirp) ;
return(1);

b
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m Software that assumes that the maximum length of file names is 14
characters. For example

char filename[14]

If you need only a few buffers, use MAXNAMLEN for buffer size. Else you will
need to allocate memory dynamically. If you need to allocate memory
dynamically you can obtain the file name size from d_namlen in the
struct direct. For example:

/* This routine stores all filenames in a directory in memory.*/
#include <ndir.h>

store_filenames (dnamep)
char *dnamep;

{

DIR *dirp;

struct direct *dp;
char *cp;

dirp = opendir(dnamep) :

while (dp = readdir(dirp)) {
cp = malloc(dp->d_namlen + 1);
strcpy(cp, dp->d_namlen);

}
closedir(dirp) ;

}
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m Software that uses dirsiz and assumes it is a constant of 14, and that
uses 1t to mean the maximum length of the file name. For example:

char filename[DIRSIZ]; m

Use MAXNAMLEN as the maximum length of file names. Use DIR-
SIZ_CONSTANT as the maximum file length on a short file name system.

If the DIRSIZ_MACRO compilation flag is turned on, DIRSIZ is a macro
instead of a constant of 14. It accepts an argument which is the pointer
to a struct direct. It returns the actual size of the directory entry in
a long file name system. DIRSIZ_MACRO is mainly for porting programs
which were originally developed under BSD 4.2 UNIX.

m Software that uses MAXNAMLEN and assumes that MAXNAMLEN equals 14.

MAXNAMLEN is now 255. Most of the software need only be recompiled,
although the memory allocation could be fairly large.

m Software that includes dir.h and uses struct direct.

The struct direct for short file names is a fixed-size structure while the m
struct direct is variable length for long file names. HP recommends ‘
that software should be changed to include ndir.h and to use directory

library routines.

m Software that assumes there is only one file system magic number.

The magic number for long file names is different than that for short file
names. Software should be changed to allow the new magic number.

In general, all programs and routines that include sys/dir.h or use FS_MAGIC
need to be reviewed and possibly changed to work with long file names.
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Creating System Run-Levels

You may find it useful to create new system run-levels for particular tasks or
applications specific to your installation. The material in this section covers
some protection issues associated with these capabilities followed by guidelines
for creating new system run-levels. The procedure for changing run-levels is in
the chapter called “Periodic System Administrator Tasks”.

As discussed in the “System Startup and Shutdown” chapter in this manual, the
system administrator (or anyone with the root user capabilities) may change the
system’s run-level by executing the init command. Also, anyone having write
permission to the file /etc/inittab can create new run-levels or redefine existing
run-levels. Make sure that the permissions on /etc/init and /etc/inittab are:

-r-xr--r-- root other /etc/init
-TWXTr-XT-X root root /etc/inittab

The run-level to which your system automatically boots is called the initdefault
run-level.  As shipped, run-level 2 is the initdefault run-level. For more
information refer to the “System Startup and Shutdown” chapter.

Run-level 0 is a special run-level reserved for system installation. Do not run in
run-level 0.

Run-level s is a special run-level reserved for system administration tasks.
Shutting down the system for system administrator tasks will bring you to
run-level s. You should not change to run-level s without using the shutdown
command (i.e., do not execute init s).

If you are on a diskless cnode in a cluster, changing run-levels has no effect on
other cnodes in the cluster. If you are on the root server of a cluster, changing
run-levels can affect the diskless cnodes. In particular, if you change to run-level
s, the server will be unable to respond to the diskless cnodes’ requests. This
means that the diskless cnodes will panic and halt.
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Guidelines for Creating New System Run-Levels

On multi-user systems, it is necessary to make certain, suggested additions to
run-level 2 (such as the addition of more getty entries to /etc/ inittab). This
was discussed in Chapter 3. You can also create new run-levels if you find it
useful. Before creating a new run-level, take the following precautions:

m Make a copy of the original /etc/inittab file (using the cp command)
and save the original version of the file under a different name (such as
/etc/orig_inittab). In case you corrupt your file, you will still have a
copy of a working version of /etc/inittab.

m Change the initdefault entry in your test version to “s”. Note that
“s” is not a normal run-level. If you create this test version, you should

replace the “s” with “2” after testing is complete. Run-level s is for system

maintenance only.

By changing the initdefault entry to “s”, you will come up in run-level s
when you boot. You can change to run-level 2 after booting by executing
init 2. If your new run-level 2 does not work, you can still boot.

If you do not have a working state for the initdefault state, you may
not be able to boot your system. After thoroughly testing your changes,
restore the original initdefault value.

To create new run-levels, use one of the HP-UX text editors to make entries in
/etc/inittab. These entries will define how you want the system to operate in
its new run-level. Each one-line entry in /etc/inittab should contain:

® a unique two-character id used to identify an entry,

m a list of run-levels to which each entry applies,

m an action to be performed, such as respawn,

® the command that will be executed when that run-level is entered.

Refer to init(1M) and inittab(4) in the HP-UX Reference for a more complete
description of inittab’s run-level entries. Once /etc/inittab contains all of the
entries you want for the new run-level, save the file and exit the text editor. At
this point you are ready to follow the procedures in the chapter called “Periodic
System Administrator Tasks” in section “Changing the System’s Run-Level”.
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In a few cases, such as when a newly-created run-level closely matches an existing
run-level (that is, the differences between the two are trivial), you can move
freely between run-levels as long as entering the new run-level does not kill user
or system processes that may have begun in the previous run-level. If the new
run-level is not specified in the rstate field of the /etc/inittab entry for the
process’s getty, the process will be killed.

In addition to possibly killing processes as a result of changing a run- level, you
must be aware of other possible side effects as well. Consider the case where a
user logs off, then you change run-levels (from run-level 2 to run-level 4). The
user will be unable to log back in unless the user’s /etc/getty entry is defined
for both run-level 2 and run-level 4.

Example /etc/inittab File

The following is an example /etc/inittab for a system that contains a system
console and six terminals. Run-level s is a system administration run-level. The
initdefault run-level is run-level 2. Run-level 2 is a multi-user run-level, with a
getty on every terminal. Run-level 3 is a test run-level, with a getty on both
the system console and the system administrator’s terminal (/dev/tty01) and
“kill” entries for the other terminals. This run-level could be used by a system
administrator who prefers to work from his own terminal rather than from the
system console.

is:2 :initdefault:

st::sysinit:stty 9600 clocal icanon echo opost onlcr ienqak ixon icrnl ignpa
bl::bootwait:/etc/bcheckrc < /dev/syscon >/dev/syscon 2>&1 #bootlog

bc: :bootwait:/etc/brc 1>/dev/syscon 2>&1 #bootrun command
cr::bootwait:/bin/cat /etc/copyright > /dev/syscon

lp::off:/bin/nohup /bin/sleep 999999999 < /dev/lp & stty 9600 < /dev/lp
rc::wait:/etc/rc <dev/syscon >/dev/syscon 2>&1 #run com

pf: :powerfail:/etc/powerfail 1>/dev/console 2>&1 #power fail routines
mu:2:wait:/etc/multi_user 0</dev/syscon 1>/dev/syscon 2>&1 #multi_user envir
ni::off:

n2::0ff: These are comment lines

n3::off:

co::respawn:/etc/getty console H

01:23:respawn:/etc/getty tty01 H
02:2 :respawn:/etc/getty tty02 H
03:2 :respawn:/etc/getty tty03 H
04:2 :respawn:/etc/getty tty0o4 3
05:2 :respawn:/etc/getty tty05 M
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Note The reconfig program automatically adds getty entries to the
/etc/inittab file when it is used to add terminals and modems
to the system.
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Creating and Using a Recovery System

A recovery system is a bootable subset of your HP-UX system. It contains only
enough of the system to allow you to boot and to help fix your file system. It is
used only if your normal HP-UX system cannot boot.

Once your system has been installed, the first thing you should do is make a
recovery system. Then, if you can’t boot from your root disk because your root
disk is too corrupt or because you forgot your root password, your recovery system
will be available to boot and repair your file system.

The recovery system is easy to build, and is valuable if you ever need it. A
recovery system is built using a shell script, /etc/mkrs. You can build a recovery
system in multi-user mode; you don’t need to have your users log off. Build your
recovery system on one 150-foot cartridge tape. If you use a 600-foot cartridge
tape it will take much longer to create the recovery system.

Note As of the 6.5 release of HP-UX you cannot create a recovery
system on flexible disks. You must use a cartridge tape for your
recovery system.

Note If you change the swap space of your system, you MUST create
a new recovery system.

Security If you are running a trusted system you must lock the recovery
system tape. When you boot from a recovery system you are the
superuser in an administrative mode. This means that you have
all privileges. You also have no auditing when booted from the
recovery system.

If you change the swap space of your system, you must create a new recovery
system. The recovery system has a record of swap space addresses. If these
addresses change, but are not changed in the recovery system, then when you
boot the recovery system, it may overwrite and destroy your root file system.
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Creating a Recovery System

Three programs are needed to make a recovery system:

m /etc/mkrs—a shell script that creates the device file, mounts the recovery

system device, and creates the recovery file system.

m /etc/mkrs.swap—a program that determines where your system’s swap

space is. /dev/kmen is a special device file that allows access to the RAM
locations occupied by the kernel.

m /etc/mkrs.devs—a program that finds the major and minor number of

your root device.

m /etc/mkrs.tool—the recovery tool

The recovery system has a boot area so you can boot using just the recovery
system. The recovery system also has a small file system, containing the following
files and directories:

hp-ux
/bin

/dev

/disc
/etc

/tmp

A minimal kernel.

The /bin directory contains a small subset of HP-UX commands.
The actual commands vary depending on your recovery media. Use
the 1s command to list the exact files you have on your recovery
system.

The /dev directory contains the device files necessary for using the

recovery system (block and character device files for the root disk
and the recovery drive).

This directory can be used to mount a file system.

The etc directory contains the tools and files necessary to fix your
root file system: sbtab, fsck, init, mknod, mount, and umount.

It also contains small inittab, profile, and rc files, which are
necessary for booting.

This directory is used for temporary file storage.

To create the recovery system:

1. Log in as the superuser, root.

You will be accessing privileged commands, so you must have superuser
privileges.

4-130 Customizing the HP-UX System



2. Determine whether the device files in /dev exist for the device on which

you wish to create the recovery system. The mkrs program will use the
following defaults:

a. Default for the root device: /dev/dsk/0s0, /dev/root, or
/dev/hd. One of these files should exist on your system. If none
of them exist, you must either create one of them or supply the
name of the device file associated with your root disk as an option
on the command line. Only the block device file must exist for
the root disk.

b. Default for the recovery device: /dev/update.src, /dev/rct/cO,
or /dev/rct. One of these files should exist on your system. If
none of them exist you must either create one o