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Preface

The VMS Networking Manual presents an introduction to networking software
used on VMS operating systems. It provides a conceptual description of
DECnet-VAX software used to access the DECnet network, and VAX
Packetnet System Interface (PSI) software used to access packet switching
data networks. This manual explains how to configure and manage the
network using the VMS Network Control Program (NCP), the primary tool
for network management. It also explains how to perform user operations
over the network.

Intended Audience

The VMS Networking Manual is intended for those who perform network
management functions to control, monitor, or test DECnet-VAX and VAX PSI
software running on a VMS operating system. This manual is also intended
for VMS users who perform remote file access or task-to-task operations
using DECnet-VAX. You are assumed to be familiar with the VMS operating
system, but not necessarily experienced with DECnet operations.

Document Structure

The VMS Networking Manual is divided into four major parts:

e Part I introduces you to basic networking concepts required to understand
DECnet-VAX operations, and indicates how you can interact with the
network.

* Part II provides usage information to those responsible for DECnet-VAX
system management, and explains how to use the Network Control
Program to manage the network and perform VMS host services to
remote systems (such as downline loading and upline dumping).

* Part III specifies the procedures for configuring, installing, and testing
DECnet-VAX and VAX PSI on a VMS operating system.

e Part IV describes the techniques for carrying out user operations over
the network, including accessing remote files and performing task-to-task
communications.

Associated Documents

The networking concepts and operations described in the VMS Networking
Manual are directly related to the following four manuals:

VMS Mini-Reference

Provides a quick-reference summary of NCP command formats.

Guide to DECnet-VAX Networking

Provides a conceptual overview of networking concepts and DECnet-
VAX. Also describes procedures for asynchronous communication.
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VMS Network Control Program Manual

Provides usage information for the Network Control Program (NCP)
Utility.

VMS DECnet Test Sender/DECnet Test Receiver Utility Manual

Provides usage information for the DECnet Test Sender/Receiver
(DTS/DTR) Utility.

The VMS License Management Utility Manual describes the License
Management Utility (LICENSE), which is used to enable product licenses,
including the DECnet-VAX licenses.

The information in the VMS Networking Manual is also related to these other
VMS manuals:

Overview of VMS Documentation

Describes the VMS documentation set.

VMS DCL Concepts Manual

Provides a conceptual overview of DCL, including the format of file
specifications and the use of command procedures.

VMS DCL Dictionary

Describes all DCL commands, including SET HOST and SHOW
NETWORK.

Guide to Using VMS Command Procedures

Describes the design, construction, and execution of command
procedures.

VMS System Messages and Recovery Procedures Reference Volume

Explains all VMS messages, including messages issued by DECnet-
VAX and by system services associated with network-related
operations.

VMS VAXcluster Manual

Describes procedures for setting up and managing a VAXcluster.

Guide to Setting Up a VMS System

Describes system management procedures for setting up a system,
including the procedures to create and use directories.

Guide to Maintaining a VMS System

Describes system management procedures for maintaining a system,
including the use of virtual terminals, the control of user privileges,
and the use of SYSGEN parameters.
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VMS Record Management Services Manual

Describes Record Management Services (RMS) fields and options that
are applicable to DECnet-VAX operations.

VMS 1/0 User’s Reference Volume

Describes input/output operations, including the procedures for
sending messages to an Ethernet multicast address.

Guide to VMS File Applications

Provides examples of MACRO programs for remote file access.

Guide to VMS Programming Resources

Provides general information about $QIO system services.

VMS Device Support Manual

Provides guidelines for elevated IPL programming.

VMS System Services Reference Manual

Describes system mailboxes, AST routines, and $QIO system
services.

VMS Run-Time Library Routines Volume

Describes VMS Run-Time Library (RTL) routines, including routines
for creating temporary mailboxes.

VMS Authorize Utility Manual

Describes how to use the Authorize Utility, including how to establish
proxy login accounts.

Guide to VMS System Security

Describes system security guidelines, including how to establish proxy
login accounts.

VMS System Generation Utility Manual
Describes SYSGEN procedures.

See also the VMS Version 5.0 Release Notes.

The Introduction to DECnet Phase IV manual, not part of the VMS
documentation set, provides an overview of DECnet software. The Routing
and Networking Overview, also not part of the VMS documentation set,
provides an overview of DECnet routing.
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XXVi

For information about VAX PSI, refer to the following manuals, which make
up the VAX PSI documentation set:

P.S.1. Introduction

VAX P.S.I. Installation Procedures

VAX P.S.I. X.25 Programmer’s Guide

VAX P.S.I. X.29 Programmer’s Guide

VAX P.S.I. Management Guide

VAX P.S.I. PAD and MAIL Utilities Manual
VAX P.S.I. Problem Solving Guide

Public Network Information

The following functional specifications define DIGITAL Network Architecture
(DNA) protocols to which all implementations of DECnet adhere:

DECnet DIGITAL Network Architecture General Description

DIGITAL Data Communications Message Protocol Functional Specification
Network Services Protocol Functional Specification

Maintenance Operation Protocol Functional Specification

Data Access Protocol Functional Specification

Routing Layer Functional Specification

DNA Session Control Functional Specification

DNA Phase IV Network Management Functional Specification

Ethernet Node Product Architecture Specification

Ethernet Data Link Functional Specification



Preface

Conventions

Convention

Meaning

CTRL/C

$ SHOW TIME
05-JUN-1988 11:55:22

$ TYPE MYFILE.DAT

input-file, . . .

[logical-name]

quotation marks
apostrophes

In examples, a key name (usually abbreviated)
shown within a box indicates that you press

a key on the keyboard; in text, a key name is
not enclosed in a box. In this example, the key
is the RETURN key. (Note that the RETURN
key is not usually shown in syntax statements
or in all examples; however, assume that you
must press the RETURN key after entering a
command or responding to a prompt.)

A key combination, shown in uppercase with a
slash separating two key names, indicates that
you hold down the first key while you press the
second key. For example, the key combination
CTRL/C indicates that you hold down the key
labeled CTRL while you press the key labeled C.
In examples, a key combination is enclosed in a
box.

In examples, system output (what the system
displays) is shown in black. User input (what
you enter) is shown in red.

In examples, a vertical series of periods, or
ellipsis, means either that not all the data that
the system would display in response to a
command is shown or that not all the data a
user would enter is shown.

In examples, a horizontal ellipsis indicates
that additional parameters, values, or other
information can be entered, that preceding
items can be repeated one or more times, or
that optional arguments in a statement have
been omitted.

Brackets indicate that the enclosed item is
optional. (Brackets are not, however, optional
in the syntax of a directory name in a file
specification or in the syntax of a substring
specification in an assignment statement.)

The term quotation marks is used to refer
to double quotation marks (“). The term
apostrophe (') is used to refer to a single
quotation mark.
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New and Changed Features

The VMS Version 5.0 technical changes to DECnet-VAX software can be
grouped according to new features, enhanced procedures and components,
and miscellaneous documentation changes.

The following features have been added:

Support of the asterisk (*) and the percent sign (%) as wildcard
characters to represent component names in NCP commands.

Support for command line recall on the NCP command line. By pressing
CTRL/B or the arrow keys you can recall multiple commands previously
entered.

NCP executor parameters to support equal cost path load splitting. If
multiple paths to a destination node are equal in cost, a packet load can
be split for routing over the multiple paths. The executor parameter
MAXIMUM PATH SPLITS defines the number of equal cost paths among
which the packet load is to be split. The executor parameter PATH SPLIT
POLICY specifies whether a packet load is split equally over all equal cost
paths.

NCP line parameter HOLDBACK TIMER to control the maximum time
for delay acknowledgments.

Three new node commands that implement downline load support. The
parameters LOAD ASSIST AGENT and LOAD ASSIST PARAMETER
extend Ethernet downline load support to Local Area VAXcluster nodes.
The MANAGEMENT FILE parameter identifies a file to be loaded
downline to an adjacent node.

Support for these circuit and line devices: the DELQA, DMB32, DEBNA,
DESVA, DHQ11, and DZQ11.

The following procedures and components have been modified:

NSP software includes support for out-of-order packet caching. This
mechanism ensures delivery of packets even if they appear out of order
due to equal cost path splitting.

Ethernet end node caching includes support for reverse path caching,
which improves routing between nodes that are not on the Ethernet, but
can be accessed by a node on the Ethernet.

The proxy database is now kept in the file NETPROXY.DAT, rather than
in NETUAF.DAT.

The executor parameter DEFAULT PROXY has been replaced by the
parameters INCOMING PROXY and OUTGOING PROXY. A new NCP
command, SET KNOWN PROXIES ALL, rebuilds the volatile proxy
database from the contents of the permanent database.

The target-initiated load/dump procedure has been modified so that
NETACP will not start up the Maintenance Operation Module (MOM)
process until it confirms that it has all the required information to start up
the operation.
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The directory location of MOM load images and dump file has been
changed. Previously, the default directory for these MOM images was in
SYS$SYSTEM. The MOM load images and dump files are now located in
their own private directory, MOM$SYSTEM.

Some of the user prompts have been changed in the network
configuration procedure, NETCONFIG.COM.

The procedure for enabling the DECnet-VAX license has been modified.
Previously, a specific DECnet-VAX license (either an end node license
or a full function license) was enabled by installing the appropriate key
distributed separately on magnetic media. The new License Management
Utility is now used to register all keys. You must use the License
Management Utility to register a DECnet-VAX key in order to enable
the DECnet-VAX license on your system.

The command procedure SYSSMANAGER:SYSTARTUP.COM has been
replaced by SYSSMANAGER:SYSTARTUP_V5.COM.

The following miscellaneous documentation changes have been made:

Extensive revisions to Chapter 8, including the addition of a new
programming example for nontransparent task-to-task communication.

Addition of descriptions of the following remote file operations:

VMS to MS-DOS
VMS to Ultrix
VMS to MVS

Removal of MicroVMS as a distinct operating system. As of Version 5.0,
the VMS operating system running on MicroVAX machines is called VMS,
not MicroVMS.
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1 Overview of DECnet—VAX and VAX PSI

This chapter presents an overview of the networking software used on VMS
systems: what the software is, how to manage it, and how to interface with it.
This chapter introduces DECnet-VAX software, which enables access to the
DECnet network, and VAX PSI software, which provides access to a packet
switching network. You use the same VMS network management tools to
manage both DECnet-VAX and VAX PSL

The following sections introduce the network terms and concepts used
throughout this manual, identify network software, describe network
configurations, and provide a brief summary of network management
responsibilities. The chapter also defines the application user’s relationship to
the network.

For details about specific topics, you should consult the pertinent chapters of
this manual, other manuals in the VMS document set, and VAX PSI manuals
(see the Preface).

1.1 General Description of a DECnet Network

Computer processes communicate with one another over a data network.
This network consists of two or more computer systems called nodes and the
logical links between them. A logical link is a connection, at the user level,
between two processes. Adjacent nodes are connected by physical lines over
which circuits operate. A circuit is a communications data path over which
all input and output (I/O) between nodes takes place. A circuit can support
many concurrent logical links.

Nodes can also be physically connected to a packet switching data network
(PSDN) to allow DECnet circuits to be mapped to PSDN virtual circuits.
Virtual circuits are logical associations between nodes for the exchange of
data; the actual circuit employed is invisible to you. Alternatively, you can
attach computers or terminals directly to a PSDN without using a DECnet
data link, or use a connector node as a gateway to communicate with remote
nodes over a PSDN.

In a network of more than two nodes, the process of directing a data message
from a source to a destination node is called routing. DECnet supports
adaptive routing, which permits messages to be routed through the network
over the most cost-effective path; messages are rerouted automatically if a
circuit becomes disabled.

Nodes can be either routing nodes (called routers) or nonrouting nodes
(known as end nodes). Both routing nodes and end nodes can send messages
to and receive messages from other nodes in the network. However, routing
nodes have the ability to forward or route messages from one node to another
when the two nodes exchanging these messages have no direct physical link
between them, except for the path that includes the node forwarding the
message. End nodes can never have more than one circuit connecting them
with the network. Any node that has two or more circuits connecting it to
the network must be a router.



Overview of DECnet—VAX and VAX PSI

1.1 General Description of a DECnet Network

Phase IV DECnet supports the configuration of very large, as well as small,
networks. In a network that is not divided into multiple areas, a maximum
of 1023 nodes is possible, but the optimum number of nodes is much less
(approximately 200 to 300 nodes, depending on the topology). Area routing
techniques permit configuration of very large networks, consisting of up to 63
areas, each containing a maximum of 1023 nodes. In a multiple-area network,
nodes are grouped into separate areas, each functioning as a subnetwork.
DECnet supports routing within each area and a second, higher level of
routing that links the areas. Nodes that perform routing within a single area
are referred to as level 1 routers; those that perform routing between areas as
well as within their own area are called level 2 routers (or area routers).

1.2 DECnet—VAX and VAX PSI

You can configure DECnet-VAX networking software on all VMS operating
systems. You can install and configure VAX PSI software on VMS operating
systems. These software products are identified and described in the
following subsections.

1.2.1 DECnet Interface with the VMS Operating System

DECnet is the collective name for the software and hardware products

that are a means for various DIGITAL operating systems to participate in

a network. DECnet-VAX is the implementation of DECnet that causes

a VMS operating system to function as a network node. As the VMS
network interface, DECnet-VAX supports both the protocols necessary

for communicating over the network and the functions necessary for
configuring, controlling, and monitoring the network. A DECnet-VAX node
can communicate with other DECnet-VAX nodes in the network or with any
other DIGITAL operating system that supports DECnet.

A DECnet multinode network is decentralized; that is, many nodes connected
to the network can communicate with each other without having to go
through a central node. As a member of a multinode network, your node can
communicate with any other network node, not merely the nodes that reside
next to you, and gain access to software facilities that may not exist on your
local node. An advantage of this type of network is that it allows different
applications running on separate nodes to share the facilities of any other
node.

Optionally, very large DECnet networks can be divided into multiple areas,
for the purpose of hierarchical (area) routing. Area routing introduces a
second, higher level of routing between areas (groups of nodes), which results
in less routing traffic throughout the network. Each node in a multiple-area
network can still communicate with all other nodes in the network.
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1.2.2 VAXPacketnet System Interface

VAX Packetnet System Interface (PSI) is a software product that allows

the VMS user to communicate across PSDNs. VAX PSI implements the
CCITT X.25 and X.29 recommendations (described in Section 1.3.4), and
International Standards 7776 and 8208, providing a user interface to a PSDN.
A PSDN consists of switching nodes connected by high-speed links, to which
computers or terminals can be attached.

You can use VAX PSI to do the following:

* Link DECnet nodes across a PSDN through data link mapping (DLM).
This permits an X.25 virtual circuit to be used as a DECnet data link.

* Communicate directly across one or more PSDNs to a DIGITAL or
non-DIGITAL computer over an X.25 virtual circuit.

* Communicate directly across one or more PSDNs to a character-mode
terminal connected to a packet assembly/disassembly (PAD) device.
The PAD may be privately owned or located within the PSDN.

¢ Communicate by way of one or more PSDNs between terminals on a
local VAX PSI node and remote DIGITAL or non-DIGITAL computers.
VAX PSI contains a host-based PAD that provides this capability.

¢ Communicate directly with another DIGITAL or non-DIGITAL computer
without an intervening PSDN, provided the other computer implements
International Standards 7776 and 8208. In this case, one computer
acts as the data terminal equipment (DTE), the other as the data
circuit-terminating equipment (DCE).

You can use an alternative version of VAX PSI, called VAX PSI Access, on
a VMS node that does not connect directly to a PSDN. VAX PSI Access
provides all the capabilities of VAX PSI. However, VAX PSI uses DECnet to
connect to a connector node, which in turn connects to a PSDN. The VAX
PSI Access node is known as a host node. The connector node may be a
VAX PSI node in multihost mode or an X25router. Each connector node can
connect to one or more PSDNs, and each host node can connect to one or
more connector nodes.

You can install and configure both VAX PSI and VAX PSI Access on the
same node, which is then known as a combination node. You may need
a combination node if you want to connect directly to a PSDN in native or
multihost mode and also want to have access to another PSDN by way of a
connector node.

1.2.3 DECnet Functions

Networking functions you can perform using DECnet-VAX are as follows.
These functions are introduced in this section and described in detail in later
chapters, as indicated.

¢ Network management functions
— Controlling the network (Chapters 2 through 7)

— Providing DECnet-VAX host services to other DECnet nodes
(Chapter 4)
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— Performing routing configuration and control (Chapters 2 and 3)

— Establishing DECnet-VAX configurations (Chapters 2, 3, and 5)
* Applications user functions

— Accessing files across the network (Chapters 8 and 9)

— Using a heterogeneous command terminal (Chapter 8)

— Performing task-to-task communications across the network
(Chapter 8)

DECnet products are based on the layered network design specified in the
DIGITAL Network Architecture (DNA). Figure 1-1 illustrates the DECnet
functions, the various DNA layers at which they are initiated, and the DNA
protocols by which these functions are implemented. Each DNA layer is a
client of the next lower layer and does not function independently. For a
complete description of DNA, see the DNA specifications. The DECnet-VAX
configurations that use the Ethernet, DDCMP, CI, and X.25 protocols are
defined in the following section.

Figure 1-1 DECnet Functions and Related DNA Layers and

Protocols
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1.3 DECnet—VAX Configurations

DECnet supports network connections to the following:
* An Ethernet circuit in a local area network configuration

* A node running DECnet using the DIGITAL Data Communications
Message Protocol (DDCMP): either a synchronous point-to-point or
multipoint connection, or an asynchronous static or dynamic point-to-
point connection

*  Another node running DECnet over the computer interconnect (CI)

* A node running DECnet in a direct X.25 connection over a PSDN

Figure 1-2 illustrates a sample DECnet-VAX Phase IV configuration showing
various kinds of DECnet-VAX nodes (VMS routers and end nodes, a VMS
router in a VAXcluster, and VMS end nodes in a Local Area VAXcluster)
connected to an Ethernet, and two Ethernets connected by means of routers.
Figure 1-2 shows the use of a DDCMP synchronous line to connect a router
to additional DECnet nodes, and static (permanent) asynchronous DDCMP
lines to connect a router to VMS end nodes installed on VAXstations. It
also indicates a dialup connection between a MicroVAX-based VMS system
and a routing node in the VAXcluster, by means of a dynamic asynchronous
DDCMP line (switched on for the length of the call).

Figure 1-2 demonstrates two kinds of connections to a PSDN: a VMS node
connected directly to a PSDN by means of an X.25 circuit, and a VMS host
node that can be connected to a PSDN by means of connector nodes that
serve as gateways to the PSDN. One connector node is a VMS node running
multihost PSI and the other is an X25router.

DECnet-VAX connections are described in the following subsections. A
detailed discussion of the various types of circuits and lines used in a DECnet
network is presented in Chapter 2.

1.3.1 DECnet—VAX Ethernet Local Area Network Configuration

The Ethernet is a local area network component that provides a reliable high-
speed communications channel, optimized to connect information processing
equipment in a limited geographic area, such as an office, a building, or a
complex of buildings (for example, a campus).

Local area networks (LANs) are designed for a wide variety of technologies
and arranged in many configurations. Digital Equipment Corporation,

Intel Corporation, and Xerox Corporation collaborated in producing the
Ethernet specification to develop a variety of LAN products. DIGITAL’s
implementation of the Ethernet specification that was originated by the Xerox
Corporation appears at the lowest two levels of the overall DNA specification:
the Physical layer and the Data Link layer.

At the Physical layer, the Ethernet topology is a bus, in the shape of

a branching tree, and the medium is a shielded coaxial cable that uses
Manchester-encoded, digital baseband signaling. The maximum data rate is
10 million bits per second. Maximum' use of an Ethernet’s data transmission
capability occurs when multiple pairs of nodes communicate simultaneously.
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In practice, DECnet transmission between a pair of nodes on an Ethernet
occurs at a considerably lower rate. Each Ethernet can support up to 1023
nodes; the maximum possible distance between nodes on the Ethernet is 2.8
kilometers (1.74 miles).

At the Data Link layer, network control for the Ethernet is multiaccess, fairly
distributed to all nodes. Ethernet access control is CSMA /CD (Carrier Sense,
Multiple Access with Collision Detect). The frame length allocation is from
64 to 1518 bytes (including an 18-byte envelope).

Section 2.2.4 lists the Ethernet circuit devices supported by DECnet-VAX.

1.3.11

Ethernet Datagrams

Message packets sent over Ethernet are called datagrams. Because there is
no guarantee that a datagram will be received by the intended destinations,
reliable connections (in the form of virtual circuits) may be provided by

a protocol being interposed between the user and the Ethernet datagram
service. In DNA, this virtual circuit is provided by the Network Services
Protocol (NSP) in the End Communication layer.

Initialization of nodes on Ethernet is based on multicast addressing and the
use of datagrams. It differs from initialization of nodes on DDCMP circuits in
that it does not involve guaranteed delivery of routing messages.

1.3.1.2

Transmission and Reception of Ethernet Packets

An Ethernet is a single shared network channel, with many nodes demanding
equal access to it. The technique used to mediate these demands is CSMA
/CD. A good analogy for this technique is the interaction of people at a social
gathering. To be polite, one does not speak while someone else is talking;
that is, one listens before speaking. On the Ethernet, listening to determine
whether the communication medium is already in use is called carrier sense.
Messages are said to be initially deferred if they are not sent on the Ethernet
because a transmission is in progress.

At a social gathering, anyone may begin to talk once he or she determines
that no one else is; the ability of any station on the Ethernet to use the
communication medium is known as multiaccess. If two or more people,
detecting silence, start to talk at about the same time, they note the fact
and stop talking (that is, each listens while talking and stops if interfering
with someone else); the noting of the fact that more than one station is
transmitting, followed by the cessation of communication, is called collision
detect.

When two or more people at a social event start talking simultaneously, they
stop talking, wait some random time, and start talking again; on an Ethernet,
this situation is known as backoff and retransmission, and it is expected that a
random delay before retransmission eventually clears the collision situation.

There is a further useful analogy between Ethernet and a social event. When
one is talking to a group of people, everyone can hear everything said. Some
of what is said is intended for everyone, some is intended for a subset of
the group (say, everyone over 21), and some is intended for an individual.
Stations on an Ethernet can hear every message. Some messages are intended
for all stations (broadcast address), some are intended for a subset (multicast
address), and some are intended for individual stations (physical address).

On an Ethernet, every station can listen to every message, and messages
can be addressed to their intended recipient(s). These two features greatly
increase the communications efficiency of a network that uses Ethernet over
that of a completely connected DDCMP network.

1-7
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1.3.1.3

Ethernet Routers and End Nodes

Ethernet supports connections to routers and end nodes. On an Ethernet, a
routing node selected as a designated router can perform routing services
on behalf of end nodes. In addition, routers can route packets between
Ethernet nodes and non-Ethernet nodes (such as nodes on DDCMP circuits).
An end node on an Ethernet can communicate directly with any other node
(router or end node) on the same Ethernet by sending a message directly to
the addressed node. Note that an end node on a non-Ethernet circuit can
communicate only with an adjacent node on the same circuit.

1.3.2 DDCMP Network Configurations

DDCMP provides a low-level communications path between systems. The
DDCMP protocol performs the basic communications function of moving
information blocks over an unreliable communication channel. (The protocol
detects any bit errors introduced by the channel and requests retransmission
of the block.) You also use DDCMP to manage the orderly transmission and
reception of blocks on channels with one or more transmitters and receivers.

The DDCMP protocol is supported on synchronous and asynchronous
communications devices. DDCMP connections can be point-to-point or
multipoint configurations. Point-to-point connections are either synchronous
or asynchronous. The two types of asynchronous connections are static
(permanent) and dynamic (switched temporary). Multipoint connections
are always synchronous. These connections are described in the following
section.

1.3.2.1

DDCMP Point-to-Point and Multipoint Connections

A point-to-point configuration consists of two systems connected by a single
communication channel. Figure 1-3 illustrates DDCMP point-to-point and
multipoint configurations.

A multipoint configuration consists of two or more systems connected by a
communications channel, with one of the systems (called the control station)
controlling the channel. All other systems on the communications channel
are known as tributaries. (Note that, if only two systems are connected

in a multipoint configuration, one is the master and one is the tributary.
However, this is not a very efficient use of the communication channel.) The
control station is responsible for telling the tributaries, in turn, when they
may use the channel; this procedure is known as polling. Tributaries are
not allowed to use the channel until they are polled. The control station,
however, may use the channel whenever it is available. Also, the tributaries
on a multipoint line are not allowed to communicate directly with each other,
but only through the master.

Point-to-point circuits and multipoint circuits perform as virtual circuits:
nodes on these circuits interact as though a specific circuit were dedicated

to them throughout the transmission; in fact, however, the actual physical
connection is allocated by the routing mechanism. Initialization of nodes

on DDCMP circuits involves guaranteed delivery of routing messages. Also,
individual nodes on DDCMP circuits must be addressed directly; no multicast
or broadcast addressing capability is available as with an Ethernet circuit.



Overview of DECnet—VAX and VAX PSI
1.3 DECnet—VAX Configurations

Figure 1-3 Typical DDCMP Point-to-Point and Multipoint
Connections
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1.3.2.2

Synchronous DDCMP Connections

You use synchronous communications devices for high-speed point-to-point
or multipoint communication (for example, connecting two VAX-11/780
systems).

The synchronous DDCMP protocol can run in full- or half-duplex operation.
This allows DDCMP the flexibility of being used for local synchronous
communications, or for remote synchronous communications over a telephone
line using a modem. DDCMP has been implemented in microcode in such
devices as the DMC11 and DMR11 to run at speeds up to one megabit per
second in a point-to-point configuration. The DDCMP multipoint protocol
(point-to-point also) has been implemented in microcode in the DMP11
device to run at speeds up to 500 kilobits per second. For the DMF32,
DDCMP has been implemented in the driver software for the synchronous
communications port.

1.3.2.3

Asynchronous DDCMP Connections

Asynchronous connections provide for low-speed, low-cost, point-to-
point communication (for example, as an inexpensive way of connecting

a MicroVAX system to a VAX-8000 series system). Asynchronous DDCMP
is implemented in software and can be run over any directly connected
terminal line that the VMS system supports. The asynchronous DDCMP
protocol provides for a full-duplex connection and can be used for remote
asynchronous communications over a telephone line using a modem.
Asynchronous connections are not supported for maintenance operations
or for controller loopback testing.

You can make two kinds of asynchronous connections over the network:

® A static connection: the asynchronous line is permanently configured as a
communications device

* A dynamic connection: a line connected to a terminal port is switched to
an asynchronous communications line for the duration of a call
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1.3.2.4

Static Asynchronous Connections

A static asynchronous DDCMP connection is a permanent DECnet connection
between two nodes physically connected by terminal lines. You convert the
terminal lines to static asynchronous DDCMP lines by issuing commands

to set the lines to support the DDCMP protocol. The user at each node

then turns the appropriate circuits and lines on for DECnet use. After the
communications link is established, it remains available until a user turns off
the circuit and line and clears the entries from the DECnet database.

Static asynchronous DDCMP configurations require the asynchronous
DDCMP driver to be connected. The asynchronous DDCMP protocol can
run in full-duplex operation on local asynchronous communication devices.
Examples of these devices are the DZ11 and the DMF32 asynchronous
communications port.

You can configure a dialup line as either a static or dynamic asynchronous
line, but may find the dynamic connection more secure and convenient to
use.

1.3.25

Dynamic Asynchronous Connections

A dynamic asynchronous connection is a temporary connection between two
nodes, generally over a telephone line using modems. The terminal lines

at both ends of the connection can be switched to asynchronous DDCMP
communications lines and then switched back to terminal lines.

You can use dynamic asynchronous connections to establish a DECnet link to
another computer for a limited time or to create links to different computers
at different times.

For example, as a user of a personal computer (non-VMS), you can cause a
dynamic asynchronous connection to be made for the length of the telephone
call to a VAX-8000 series system. You must first establish a process on your
system as a terminal emulator (enabling the remote connection to look like a
local connection). You dial in over a telephone line to a process on the other
system (which is established as a virtual terminal) and log in. You can then
enter a command that causes the terminal lines at each end of the connection
to be switched to DDCMP mode for DECnet use. When you hang up the
telephone or turn off the circuit, the lines are automatically switched back to
terminal lines.

Security measures provide protection against a caller at an unauthorized
node forming a dynamic asynchronous connection with another node (see
Section 2.10.6). Before a dialup node can establish a dynamic connection with
a remote node, the remote node verifies that the dialup node is authorized to
make a connection. It checks that the node is of the appropriate type (router
or end node), and, without revealing its own password, verifies the routing
initialization password sent by the dialup node. Also, for increased security,
the connection is ended automatically when the telephone is hung up.

You can establish a dynamic asynchronous connection over a hardwired

" terminal line. The connection is maintained for the duration of the DECnet

session. The dynamic connection permits the system to be used as a terminal
emulator when not switched to DECnet use.
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1.3.3 DECnet-VAX Configurations for VAXclusters

A VAXcluster is an organization of VMS operating systems that communicate
over a high-speed communications path, the CI, and share processor resources
as well as disk storage. Figure 1-4 shows a typical VAXcluster. The CI is the
physical link between the nodes in a VAXcluster. The CI cables from the
individual nodes in the cluster are connected to a star coupler. The HSCs are
hierarchical storage controllers that enable VAXcluster nodes to share disks.

Figure 1-4 Typical VAXcluster Configuration with Cl as a Data Link
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DECnet-VAX connections are required for all VMS operating systems in the
VAXcluster. Use of DECnet-VAX ensures that VAXcluster system managers
can access each node in the cluster from a single terminal, even if terminal-
switching facilities are not available. DECnet-VAX is also required by the
User Environmental Test Program (UETP).

The choices for DECnet-VAX physical links for use in the VAXcluster are as
follows:

* Connecting each VMS node in the cluster to an Ethernet (as shown in
Figure 1-2)

¢ Using the CI that connects the cluster nodes as the DECnet-VAX data
link (as shown in Figure 1-4)

Connecting each VAXcluster node to an Ethernet provides distinct advantages:

* Each node in the cluster can be an end node, resulting in lower overhead
for these nodes, decreased routing traffic throughout the network, and
simpler installation procedures. Note that there must be at least one
router on the Ethernet to which the cluster end nodes are attached.

1-11
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* Ethernet provides for better performance in DECnet transmissions than
the CI, despite the higher data link bandwidth of the CI, because the
Ethernet communications protocol allows larger buffer sizes.

¢ Terminal servers can be used when nodes in a VAXcluster are connected
to an Ethernet. DIGITAL’s terminal servers offer a number of benefits
to the VAXcluster user, such as load balancing and easier cluster
management.

If you use only one physical link to connect each cluster node to the network,
you should use the Ethernet link instead of the CI data link, because of

the better DECnet performance of the Ethernet. In this case, the CI should
perform the functions of a system bus and not be enabled as a DECnet data
link.

A VAXcluster node connected to an Ethernet may require additional DECnet
links in order to communicate with remote nodes not on the Ethernet. You

must configure a VAXcluster node connected to more than one DECnet link
as a router, not as an end node.

If the nodes in the VAXcluster are not connected to an Ethernet, the CI should
be used as the DECnet data link between the nodes. CI circuit devices are
configured as though they were multipoint devices, but each node on the CI
can talk directly to every other node and no polling is involved.

A two-node VAXcluster that uses the CI as the data link can be configured
using end nodes. If additional nodes are configured in the cluster, however,
at least one router is required. The CI does not have a broadcast capability
(such as that of the Ethernet). Thus, the router is needed so that the nodes
in the cluster can identify each other. If the router in a three-node cluster
fails, the cluster reverts to being a two-node cluster and can consist of end
nodes only. You can use network management commands to create a circuit
between the end nodes. For a cluster of four or more nodes, more than one
router is required in order to prevent the loss of communications capability
between the remaining nodes if one router fails. Also, backup circuits can be
provided between end nodes in case of router failure.

A VAXcluster can be configured so that the whole cluster appears to other
network nodes as though it were a single node, with an address different
from that of any DECnet node within the VAXcluster. This address usually
has a node name associated with it. Thus, you can access the VAXcluster
as a whole by an alias node identifier, which can be either its node name
or its node address. All or some of the nodes in a VAXcluster can elect

to use this special node identifier as an alias, while retaining their unique
individual node names and addresses. Each node that assumes the alias node
identifier can specify whether it will accept incoming connections directed
to the alias address. It can also specify the network services for which the
cluster alias node identifier is to be used on outgoing connections and the
network services that will accept incoming calls.

At least one of the nodes in the cluster that accepts the alias node identifier
must be a router. The router informs other nodes in the network of the alias
node address for the cluster. When the router receives packets addressed

to the alias node address, it forwards them to the appropriate nodes in the
cluster. The cluster alias node identifier can be very useful in network
operations involving shareable resources. Network users outside the
VAXcluster can access cluster resources without knowing which nodes are
active in the cluster. For example, if a user on a cluster node sends a MAIL
message, it does not matter whether that particular node is active when a
reply to the message is received.
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1.3.4 X.25 Network Configurations

Packet switching data networks provide fast, dependable communications
between geographically distributed nodes. Data transmitted over a PSDN

is divided into packets, each of which has a header containing control and
destination information. The PSDN interleaves packets from many users over
shared transmission lines and delivers the packets in the correct order to the
proper destinations. The routing of packets through the PSDN is handled by
the PSDN itself and is invisible to the user.

In X.25 network terminology, your computer or terminal is called data
terminal equipment (DTE) and the PSDN interface to which it is connected
is known as data circuit-terminating equipment (DCE). The DTE can
operate in packet mode or in character mode. A character-mode terminal is
also known as an X.29 terminal.

1.3.4.1

X.25 and X.29 Recommendations

Recommendations for standard network interfaces for DTEs have been
established by the CCITT (Comite Consultatif International Telegraphique
et Telephonique). The X.25 recommendation defines the interface between
the packet-mode DTE and the DCE. The X.25 recommendation defines
three levels of protocols for this interface: Level 1 covers physical and
electrical characteristics; Level 2, link access procedures; and Level 3, packet
procedures.

The X.29 recommendation defines the procedures for information exchange
between a packet-mode DTE (a computer) and the packet
assembly/disassembly (PAD) facility of the PSDN or host.

Communication between a local DTE and a remote DTE is by means of a X.25
virtual circuit, a logical association between the two DTEs set up specifically
to handle the exchange of data between them. An X.25 virtual circuit can

be permanent or temporary. The permanent virtual circuit (PVC) is similar
to a leased line. The temporary or switched virtual circuit (SVC) is similar
to a dialup line and requires calls to be set up and cleared. A local DTE is
connected to the PSDN by a synchronous X.25 line, over which X.25 virtual
circuits operate. Examples of X.25 line interfaces are the DUP11 and the
DMF32 synchronous line unit.

As well as supporting various PSDNs, VAX PSI can also support an
ISO standard 8208 network. ISO 8208 is the International Standards
Organization’s definition of the CCITT X.25 recommendations.

1.3.4.2

X.25 Connections

Figure 1-5 illustrates typical X.25 connections that permit a VMS node to
communicate with a remote node over a PSDN.

1-13
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Figure 1-5 X.25 Connections in a DECnet Network Configuration
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You can configure a VMS node to communicate over PSDNs in the following
ways:

* By means of a data link mapping (DLM) circuit, which is an X.25 virtual
circuit used as a DECnet data link (provided the remote node runs PSI
and DECnet-VAX or DECnet-RSX, or is an X25router)

* Through a direct connection to a PSDN over an X.25 virtual circuit (this
is called native-mode operation)

®* As a host node using an X.25 connector node to access a PSDN. A
connector node may be a VMS node with VAX PSI configured in
multihost mode or it may be an Ethernet communications server, such as
the X25router.

You must have VAX PSI software installed on your DECnet-VAX node to
configure your node for VAX PSI native-mode operation or multihost mode
operation. Native-mode operation permits incoming and outgoing calls to be
made between the local node and a remote DTE. Multihost mode operation
allows the local node to be a connector node or gateway, which host nodes
can use to communicate over a PSDN with remote DTEs. Each host node
must have VAX PSI Access software installed.

Each native mode node and each connector node may support several DTEs.
The DTEs in turn may be connected to different PSDNs and provide multiple
connections to each PSDN. Each host may connect to several different
connector nodes.
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Managing the Network

As system manager of a VMS operating system, you can use a network
management utility program to configure the system as a DECnet-VAX
node in the network, and perform network management and maintenance
functions for your own node and other nodes in the network. The following
subsections summarize network management functions.

Network Control Program

To configure, control, monitor, and test the network, you use the Network
Control Program (NCP), a VMS utility program. The following types of users
employ NCP:

* Users of both DECnet-VAX and VAX PSI. These users can employ all
NCP commands.

e Users of DECnet-VAX only. DECnet-VAX users employ all NCP
commands except those that relate to X.25 modules.

* Users of VAX PSI only. PSI native-mode and multihost-mode users (who
are not using DECnet-VAX circuits) employ only NCP commands that
relate to X.25 modules, circuits, lines, objects, and logging.

The network components the system manager configures are listed in
Section 1.4.5 and described in detail in Chapter 2. Chapter 3 discusses how
to use NCP commands and parameters to perform network management.
The NCP commands and parameters and guidelines for using them, including
restrictions on the use of individual NCP parameters, are specified in the VMS
Network Control Program Manual.

1.4.2 Network Management Responsibilities

As system manager of a DECnet-VAX network, you have a number of key
responsibilities, which include the following:

* Defining network components and their parameters in a central
configuration database at the local node and, optionally, at remote
nodes. (The local node is the node at which you are physically located; a
remote node is any node other than the local node in your network.)

* Coordinating with the system managers of other nodes in the network
to ensure uniform assumptions about network parameter settings such as
circuit cost.

* Configuring your node to ensure proper network routing operation
and updating VMS SYSGEN procedures to allow enough space for the
networking software.

¢ Controlling and monitoring local and remote network operation.
* Testing network hardware and software operation.
* Loading systems downline to unattended remote nodes.

* Connecting to an unattended remote node to serve as its console.
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If your network includes VAX PSI, you have the following additional
responsibilities:

* Defining VAX PSI components and their parameters in the network
configuration database and thus configuring VAX PSI.
* Monitoring the operation of VAX PSI using PSI management utilities.

* Analyzing hardware and software operation and diagnosing problems
related to PSI operation.

The following sections outline the network-related tasks that you perform as
system manager and describes several of the facilities DECnet-VAX and VAX
PSI provide to perform those tasks.

1.4.3 DECnet-VAX Licenses and Keys

To enable your node to communicate with other nodes in the DECnet
network, you need a DECnet-VAX license and key. You must purchase either
a full function or an end node license, and enable the license by registering
the appropriate DECnet-VAX key on your system. You register DECnet-VAX
keys by using the License Management Facility (LMF). To register the key,
you use the License Management Utility (LICENSE) to enter the information
from the LMF Product Authorization Key (PAK).

The DECnet-VAX full function key allows the node on which it is enabled
to be configured as either a routing node or an end node. The end node key
permits the use of the DECnet-VAX end node capability only.

If you have purchased a DECnet-VAX end node license and now require
the additional DECnet-VAX full function capability, you may purchase a
DECnet-VAX end node to full function upgrade license and key.

Note that you do not need a DECnet-VAX license or key if you are planning
to only use VAX PSI in native mode (as long as you do not want to use data
link mapping to communicate with other DECnet nodes).

1.4.4 DECnet—VAX and VAX PSI Network Management Software

Figure 1-6 displays the DECnet-VAX and VAX PSI software that the system
manager uses to configure, control, and monitor the network.

Network management software components are as follows:

* Ethernet configurator (NICONFIG), a network image that listens to
system identification messages on Ethernet circuits, and maintains a user-
accessible database of configuration information on all systems on the
Ethernet.

* Event logger (EVL), an image that logs significant events to provide
information to the system manager for possible intervention or future
reference.

* File access listener (FAL), a network image that receives and processes
remote file access requests for files at its node on behalf of remote users.



Overview of DECnet—VAX and VAX PSI
1.4 Managing the Network

Figure 1-6 DECnet—VAX and VAX PSI Software
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Host loader (HLD), an image that communicates with the DECnet-RSX
Satellite Loader (SLD) to load tasks downline to an RSX-11S node.

Loopback mirror (MIRROR), a network image that participates in Network
Service Protocol (NSP) and Routing layer loopback testing.

Network ancillary control process (NETACP), a VMS ancillary control
process that controls all lines and circuits, maintains a picture of the
network topology, and creates a process to receive inbound logical link
connection requests.

Network Control Program (NCP), an interactive utility program that
permits you to control and monitor the network.

Network driver (NETDRIVER), a VMS pseudo-device driver that provides
logical link and routing services. It implements NSP and Routing, and
provides a user process with a Queue 1/0 (QIO) interface to a logical link
service.

Network management listener (NML), an image that receives network
management commands, such as NCP commands, from the Network
Management layer through the Network Information and Control
Exchange (NICE) protocol. NML performs all local network management
functions as well as control and information functions requested by
remote nodes. NML spawns a subprocess, the maintenance operation
module (MOM), for maintenance functions such as downline load, upline
dump, and loopback testing.

LES ancillary control process (LES$ACP), a process that supports several
LES-based communications products. It is used by VAX PSI to control all
X.25-related functions. LES$ACP has the VAX PSI volatile database.

Permanent database, a collection of disk-resident files that define the
network as known to the local node. If VAX PSI is configured in the
network, a subset of the permanent database is maintained as the VAX
PSI permanent database for the local DTEs.
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* Volatile database, maintained by NETACP, a memory-resident database
containing current network configuration parameters. If VAX PSI is
configured in the network, a subset of the volatile database is maintained
as the PSI volatile database in PSIACP for the local DTEs.

Many of these software components are user-transparent processes over
which the system manager has no control. This manual describes DECnet-
VAX and VAX PSI software only as it serves to highlight and clarify the
functions and operation of NCP. The various DNA specifications describe the
different protocols that facilitate network communication.

1.4.5 Configuring a Network

1-18

The system manager must configure each DECnet-VAX node and VAX PSI
DTE as part of the network.

1.4.5.1

Configuring a DECnet—VAX Node

At the outset, the system manager is responsible for configuring the network
from the perspective of local node network operation. This involves
supplying information at the local node about various network components
such as nodes, circuits, lines, and objects. This information constitutes what
is called the configuration database for the local node. Each node in the
network has such a database. You supply information about the configuration
database through NCP.

If you are configuring a DECnet-VAX node for the first time or want

to rebuild the configuration database for your local node, you can use

the interactive NETCONFIG.COM procedure to configure your node
automatically. To update an existing node database to contain current
information about other nodes in the network, you can copy the information
from the node database of another node to which you have access.

Chapter 3 discusses the function of the configuration database and the general
use of NCP and most NCP commands. Chapter 5 describes how to use the
NETCONFIG.COM procedure to configure your node automatically, and
presents sample configuration commands for various network configurations.
The VMS Network Control Program Manual contains a summary description of
NCP operation, command prompting, and the syntax of all NCP commands.

1.4.5.2

Configuring VAX PSI DTEs

If VAX PSI is to be run, the system manager is responsible for installing
and configuring VAX PSI for the local DTEs. Configuring VAX PSI involves
supplying information about various VAX PSI components, such as circuits,
lines, modules, and objects. The information is contained in the PSI
configuration database for the local node and, if both DECnet-VAX and VAX
PSI are configured, in the DECnet-VAX configuration database for the local
node. You use NCP commands to supply information to the configuration
database.

If your node is to serve as an X.25 multihost connector node to provide
access to PSDNs for host nodes, you must configure VAX PSI software in
multihost mode. If your node is to be a host node that uses the connector
node to access a PSDN, you need to install and configure only the VAX PSI
Access software. The procedures for configuring VAX PSI software or VAX
PSI Access software on your DECnet-VAX node are described in Chapter 5.
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A Network Topology

1.4 Managing the Network

Figure 1-7 illustrates a hypothetical network topology made up of various
DIGITAL operating systems. Figure 1-8 illustrates the same topology for

a network that has been divided into multiple areas. These examples are

referred to as the “network examples” throughout this manual.

Figure 1-7 Topology of a Single-Area DECnet Network
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Figure 1-8 Topology of a Multiple-Area DECnet Network
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Figures 1-7 and 1-8 show some, but not all, of the network components
about which the system manager gathers and consolidates information in
the configuration database. Using NCP, you can control the following six
network components:

* Nodes. Nodes are DIGITAL operating systems using DECnet software to
communicate with other operating systems across the network.

* Modules. VAX PSI modules include the X.25 protocol module, which
performs data packet handling and multiplexing of X.25 circuits over lines
to PDSNs; and the X.25 and X.29 server modules, which handle X.25 and
X.29 calls, respectively. DECnet-VAX modules include the X.25 access
module, which permits a VMS host node to communicate over a PSDN
by means of a connector node, and the Ethernet configurator module,
which lists all nodes on the Ethernet.
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Circuits. Circuits are virtual communications paths between nodes and
between DTEs. Circuits operate over physical lines and are the medium
on which all I/O occurs. DECnet processes “talk” over circuits by means
of logical links. These links carry a single stream of full-duplex traffic
between two user-level processes. There can be multiple logical links on
each DECnet circuit.

Lines. Lines are physical data paths between nodes, or between DTEs
and DCEs (X.25 network interfaces).

Objects. Objects are processes that receive logical link requests. They
perform specific network functions. An example is FAL, which is used for
remote file access. Objects also receive incoming X.25 calls.

Logging. Logging is a network feature that enables the automatic
recording of useful network events that occur during network operation.

These components, the DECnet and PSI software modules and databases, and
the hardware make up the network. NCP command examples in this manual
relate to the components illustrated in the network example.

1.5 User Interface to the Network

This section describes the user interface to the DECnet-VAX network. It
includes a general description of operations that you can perform over the
network and a list of the programming languages that you can use for
designing network applications. The following sections present general
information that you need to know to access the DECnet-VAX network.

1.5.1 Performing Network Operations

You can use the DECnet-VAX software to perform a variety of operations
over the network:

Manipulate files on remote nodes (for example, transfer, delete, or rename
files).

Access remote files at the record level.

Perform task-to-task communications.

DECnet-VAX allows you to access files on remote nodes as though they
were on your local node. It also allows you to design applications that
communicate with each other over the network. For detailed information
about remote file access and task-to-task communication, including examples
of each type of network application, see Chapter 8.

Throughout this document, the term task refers to an image running in the
context of a process, the term local refers to the node at which you are
located physically, and the term remote refers to the node with which you
establish a connection. Note that, in certain situations such as testing, you
can establish a logical link between two processes on the same node.

The VMS operating system and DECnet-VAX communications software are
integrated to provide a high degree of transparency for user operations. For
some applications, however, it is desirable (and sometimes necessary) to have
more direct access to network-specific information and operations. For this
purpose, DECnet-VAX provides nontransparent communication.
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The following sections describe some of the general transparent and
nontransparent features of DECnet-VAX in terms of the user interface to the
network. For more detailed information, including examples of transparent
and nontransparent DECnet-VAX applications, see Chapter 8.

In addition to remote file access and task-to-task communication, DECnet-
VAX also allows you to communicate with remote nodes through the
heterogeneous command terminal facility (SET HOST), described in
Chapter 8.

When designing user applications to perform network operations, you can use
standard DCL commands, higher-level language 1/O statements, VMS RMS
service calls, and system service calls.

1.5.1.1 Designing User Applications for Network Operations
DECnet-VAX supports several programming languages for network
applications:

* DCL commands and command procedures
¢ Higher-level language programs

*  MACRO programs using RMS service calls or system service calls

You can use several higher-level languages to develop networking
applications, including VAX Ada, VAX FORTRAN, VAX BASIC, VAX
BLISS, VAX PASCAL, VAX C, VAX PL/I, and VAX COBOL. With any of
these languages, you can access remote files and create tasks that exchange
information across the network.

Table 1-1 summarizes the normal use of the programming languages for
specific network operations that you can perform with DECnet-VAX.

Table 1-1 Network Access Levels

User Language  Network Operation Language Calls Access Level

DCL Network command DCL commands Transparent network access using
terminals DCL
Remote file

manipulation

Task-to-task
communication

Higher-level Remote file access Higher-level
languages (files and records) language
1/O statements
Task-to-task Transparent network access using
communication RMS
MACRO or Remote file access RMS service
higher-level (files and records) calls
languages
Task-to-task
communication
MACRO or Task-to-task System service Transparent and nontransparent
higher-level communication calls network access using QIO
languages
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1.56.1.2

Choosing a Language for a Specific Network Application

The way you access the network is directly related to the language you use
and the network operation you perform. For example, you may want to use
standard VMS RMS calls in a VAX MACRO program to access remote files,
then use system service calls to communicate between MACRO programs
in a task-to-task communication application. Figure 1-9 shows three access
levels and the corresponding network operations. The various levels of
network access provide a convenient context in which to discuss typical user
operations over the network.

The first two levels of access, DCL and RMS, are entirely transparent to the
network user. Because you use standard DCL commands and RMS service
calls to access remote files, no DECnet-specific calls are required at these
levels of access. You need only specify in your file specification the remote
node on which the file resides. Likewise, higher-level language tasks can
use a variation of the standard VMS file specification in conjunction with
standard /O siatements to access remote tasks and exchange information;
thus, this form of task-to-task communication is also transparent. As with
device-independent I/O operations, transparent network access allows you to
move data across the network with little concern for the way this operation is
performed.

The third level of access, system services, provides both a transparent and

a nontransparent user interface to the network. Transparent communication
at the system-service level provides all the basic functions necessary for
two tasks to exchange messages over the network. As with the higher-level
language 1/0 interface, these operations are transparent because they do
not require DECnet-specific calls. Rather, you use standard system service
calls to implement them. Nontransparent communication extends this

basic set of functions to allow a nontransparent task to receive multiple
inbound connections and to use additional network protocol features such as
optional user data and interrupt messages. As with device-dependent 1/0,
nontransparent communication allows you to exploit certain network-specific
characteristics to coordinate a more controlled communication environment
for exchanging information.
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Figure 1-9 Network Access Levels and DECnet—VAX User Interface
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1.5.2 Accessing the Network
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This section presents general information that you need to know to access
the network by means of DECnet-VAX software. This information covers
network file and task specifications, access control parameters, and how to
use logical names in network applications.

The format for file specifications is applicable to file-handling operations for
both the DCL and the RMS interfaces to the network. The task specification
format pertains to task-to-task communication. The information on access
control is significant because it defines the way that both local and remote
nodes grant access to their system resources.
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Using File and Task Specifications in Network Applications
DECnet-VAX uses the standard VMS file specification format for remote
file-handling applications. A node specification string that includes a node
name must be present. You can also include an optional access control string
in the node specification to specify explicitly the user name and password of
a specific account to use on the remote system. For example:

TRNTO"SMITH JOHN"::WORK_DISK:TEST.DAT;1

This file specification contains explicit access control information and can be
used to access the file TEST.DAT, which resides in user Smith’s top-level
directory on the device WORK_DISK on node TRNTO.

The following file specification, which does not contain explicit access control
information, can also be used to access the remote file TEST.DAT, provided a
proxy or default nonprivileged DECnet account exists on the target node:

TRNTO: :DBA1: [SMITH] TEST .DAT; 1

For more information about file specification strings, including format
examples, see the VMS DCL Concepts Manual.

Task-to-task communication requires the use of a task specification string
enclosed in quotation marks. This string identifies the target task to which
you want to connect on a remote node. For example:

This task specification string identifies the task TEST2 by means of the TASK=
form of task specification. You can also use the 0= form to specify a task. For

This task specification string also identifies the task TEST2. Note that, in
this case, explicit access control information is also included in the node
specification string. For more information about task specifications, see

1.6.2.1
BOSTON: : "TASK=TEST2"
example:
BOSTON" JONES KC"::"O=TEST2"
Chapter 8.

1.56.2.2

Using Access Control for Network Applications

Access control is the control that a node exercises over inbound logical link
connections. The terms inbound and outbound refer to the direction of
the logical link connection request. A node receives and processes inbound
requests; it processes and sends outbound requests. This distinction is useful
for discussing access control as it relates to VMS nodes in a network. If the
node to which you want to connect is not on a VMS operating system, refer
to appropriate DECnet documentation.

When DECnet-VAX software sends an outbound connection request in
response to either a remote file access or a task-to-task communication
operation, you may need certain access control information to connect
successfully to the remote node and to log in. As in logging in at your local
VMS node, you can supply specific access control information in the form of
a user name and password that the remote node recognizes. The remote node
processes inbound connection requests containing this information to verify
that you are a valid user of the system. For more information about inbound
and outbound connection requests, see Section 2.10.2. Figure 1-10 illustrates
the access control processing that takes place for a DCL command.
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Figure 1-10 Remote File Access Using Access Control String Information
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When you do not provide explicit access control information in the connection
request, DECnet-VAX software uses the remote node name specified in

the connection request as a key to locate the appropriate record in the

local configuration database. This record contains default access control
information applicable to the remote node. Your system manager creates
this entry when establishing the configuration database. (For additional
information about the configuration database, refer to Chapter 3.)

Depending on the privileges required by the object to which you want to
connect and those of the user process (see Figure 1-11), one of three possible
sets of default access control information is sent to the remote node: default
privileged, default nonprivileged, or null. Because these defaults are node
parameters, all privileged operations requested with default access control
for a given node run under the same default account. The same is true for
nonprivileged operations requested with default access control.
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If the target node is running DECnet-VAX, it can associate incoming connect
requests with specific accounts other than the default nonprivileged DECnet
account. This type of access is known as proxy login and requires the
originator of the request to have a proxy account on the target node and
proxy login access to be enabled at that node. Proxy login is described in
Section 2.10.5. Figure 1-11 illustrates the access control processing that takes
place for the same DCL command as in the example in Figure 1-10, except
that the DCL command does not specify an access control string.

1.56.2.3

Using Logical Names in Network Applications

Using logical names for network operations allows you to refer to network
file and task specifications without using actual names that you give these
elements. Logical names serve as a kind of shorthand for specifying all or a
portion of a full file specification. By using logical names, you can pass file
specifications defined at the DCL level to an executing image at run time.
For example, logical names allow a program to access local or remote files
without changing the program. You can also use logical names to conceal
access control information from other users by embedding it in a logical name
defined in the process logical name table. Logical names provide convenient
and powerful multilevel access control specification.

The rules that govern the use of logical names for network operations are as
follows:

e Both the device name and node name in a full file specification string can
be logical names. After a node specification is encountered during file
parsing, however, a device name that follows is not translated locally.
Instead, it is passed unaltered to the remote node, where it is subject to
logical name translation.

* A logical name appearing in the device name position in a file
specification can supply any file specification string elements when
translated.

* A logical name appearing in the node name position can supply only a
node specification when translated. Therefore, its equivalence string must
end with a double colon.

* An access control string associated with a logical node name becomes the
new access control string for the node-specification of the equivalence
string, even if the node specification contained an access control string.
Thus, you can easily specify a default (or override any) access control
string defined for the node specification resulting from logical name
translation.

* After a logical node name is translated, the new node name becomes a
candidate for logical node name translation.

e A maximum of ten logical device name translations and ten logical
node name translations is permitted. If you exceed these limits, an error
message is returned.

e While logical name translation is not done on the local node, merging the
default name string (and related names) is accomplished locally.
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Figure 1-11 Remote File Access Using Default Access Control Information
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For more information about logical names, including examples of logical
names that can be used for network applications, see the VMS DCL Concepts
Manual.
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2  DECnet—VAX Components and Concepts

This chapter presents networking concepts relevant to understanding the
operation of the DECnet network, in terms of the functions performed by
DECnet-VAX components and VAX PSI components.

To establish your VMS operating system as part of the DECnet network,
you must build and maintain a network configuration database, consisting of
records that describe the specific network components your particular system
requires. This chapter describes the DECnet-VAX components and their
m characteristics: nodes, circuits, lines, routing, logical links, objects, logging,
and network access control. It also describes VAX PSI components used
in communicating over a packet switching data network (PSDN): the X.25
protocol module, X.25/X.29 server modules, and X.25 access module.

Chapter 3 discusses how you can use a DECnet-VAX utility program, the
Network Control Program (NCP), to enter in your configuration database
specific parameters for each network component your system will use.

m 2.1 Nodes and DTEs

A node is an operating system that uses DECnet software to communicate
with other operating systems across a network. A VMS node uses DECnet-
VAX software to communicate with other DECnet-VAX nodes and with any
other DIGITAL operating system that supports DECnet.

The X.25 equivalent of a node is the DTE (data terminal equipment). The
DTE is a computer or terminal that uses VAX PSI software to communicate
with remote nodes across PSDNs. You can configure your DECnet-VAX node
as a DTE, provided that VAX PSI software is installed on your node. Note
that a single VAX PSI system can support several DTEs. You can connect

‘ ’ these DTEs to any combination of one or more PSDNs.

A DECnet-VAX node can also be an X.25 connector node, serving as a
gateway that permits DECnet-VAX host nodes on an Ethernet to access one
or more PSDNs. To configure your DECnet-VAX node as a connector node,
you must have VAX PSI software in multihost mode installed. To configure
your DECnet-VAX node as an X.25 host node, you must have VAX PSI
Access software installed.

This section describes the characteristics of nodes and the kinds of parameters
you can associate with them. It also describes DTEs and indicates how you
use X.25 protocol modules to define DTEs and the parameters related to them.
Chapter 3 discusses how to use NCP commands to establish the parameters
for nodes and DTEs.
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Nodes

The VMS operating system at which you are physically located is called
the local node. By issuing network management commands at your local
node, you can perform configuration, control, and monitoring functions that
affect both the local node and other nodes in the network. The node on
which network management functions are actually performed is called the
executor node. Usually, the executor node is the local node. You have the
option, however, of entering at the local node one or more commands to be
executed at a remote node. For those commands, the remote node serves as
the executor node.

2111

Node Address and Name

To configure an operational network at the local node, you must establish
configuration database entries for the local node and for all adjacent nodes
that are connected by circuits. You should specify names and addresses for
all nodes in the network. After you have done so, you can reach any other
node by its name.

To satisfy routing requirements, each node in the network must have a unique
address. The node address is a number in the format:

area-number.node-number

where:
area-number Is the number of the area in which the node resides.
node-number Is the address of the node within that area.

Each area number must be unique within the network and each node number
unique within the area. If you do not specify the area number in a node

address, the area number of a remote node defaults to the area number of the
executor node, and the area number of the executor defaults to the number 1.

Node identification has two forms: a node address and a node name. A node
address, a number in the format described previously, is assigned to each
node in the configuration database. A node name is an optional alphanumeric
string. In the single-area network example in Chapter 1, the node assigned
node address 1.11 is also identified by the node name BOSTON. In the
multiple-area network example in Chapter 1, node BOSTON in area 2 has the
node address 2.11.

Because it is often easier to remember a name rather than an address, you
may prefer to associate a name with an address. You can do so at any

time. Note, however, that node names are known only to the local node
network software while node addresses are known network-wide by the
routing function. To avoid potential confusion, you should give each node a
unique name that all nodes in the network will assign to that node and use to
address it.

Nodes on Ethernet lines can also be accessed under certain circumstances

by their Ethernet addresses. All nodes connected to an Ethernet line are
equally accessible, because the Ethernet is a multiaccess, broadcast device.
Therefore, each node on an Ethernet is assigned a unique Ethernet physical
address, which is set by the software at the node. You do not normally
have to specify the Ethernet address of an individual node to configure your
network or perform normal network operations. You do need to know a
node’s Ethernet physical address for service functions (such as downline load,
circuit loopback test, and configurator operations). You can send a message
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to one, several, or all nodes on an Ethernet line simultaneously, depending
on the Ethernet address used. To send a message to more than one node,
use an Ethernet multicast address: either a multicast group address to reach
a selected group of nodes, or a broadcast address to reach all nodes on the
Ethernet.

21.1.2

Node Characteristics

The configuration database for the local node must contain certain
information about the local node and may contain node information for

all nodes with which you want to communicate. For the local node, you
must specify the node address and should specify the node name and buffer
size (which determines the largest size message the node can forward).

You should also indicate or use the default value for the highest address
the local node will recognize, and for the node type (which determines the
routing capabilities of the local node). Optionally, you can specify data link
control information for the local node. For remote nodes, you should specify
names and addresses. You can also specify default information to be used
in performing downline load or upline dump operations involving remote
nodes. For any or all nodes, you can specify access control information and
node counter event logging information.

To update your configuration database with current information about remote
nodes in your network, you can copy the names and addresses of remote
nodes from the database of another node to which you have access. You can
specify the node database (volatile or permanent) to be copied, and the local
node database (either or both volatile and permanent) to which information
is to be copied. You also have the option of clearing or purging your local
node database before copying the remote node data, thus avoiding possible
conflicts between original and updated data. The executor node information
is preserved during the clear or purge operation. Being able to copy a node
database permits you to keep your network information current even if you
are part of a large network that changes frequently. Alternatively, if you
configure your node without a permanent node database, you could obtain
current information on other nodes in the network by copying it from another
node (for example, from a node on your Ethernet that serves as a master by
keeping its node database up to date).

The data link control information you can specify for the local node controls
certain characteristics of physical line operation, including the size and
number of transmit and receive buffers and the number of circuits the local
node can use. You should set these values to levels that ensure reasonable
system operation. You must set the buffers for all nodes in the network to the
same size. Otherwise, packets will be dropped when routed through nodes
with smaller buffer sizes. A procedure for changing the size of buffers on all
nodes in the network without bringing down the whole network is given in
Section 3.3.5.1.

You can control the operational state of the local node and thereby control

its active participation in the network. This control is usually a function of

whether inbound logical link connections can be established or maintained

with the local node. You can use this control to restrict the operation of the
node or to shut it down altogether.
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2.1.1.3

Identifying a VAXcluster as a Single Node

A whole VAXcluster or some of the nodes in a VAXcluster can be represented
by a special identifier called the alias node identifier, which appears to other
nodes in the network to identify an actual node. This mechanism allows
users on DECnet nodes outside the cluster to access cluster resources without
knowing what the cluster nodes are or which are active.

Any node in the cluster can elect to assume the alias node identifier while
retaining its own unique node name and address. Use of the alias never
precludes use of the individual node name and address. Thus, a remote node
can address the cluster as a single node, and address any cluster member
individually.

You can designate that your cluster node is assuming the alias node identifier
by specifying in your configuration database either the alias node address or
the alias node name (if you have previously associated that name with the
alias address of the cluster).

You then have the option of indicating whether you want to use the alias for
incoming and selected outgoing connections. Specifically, you can indicate
whether your node will accept incoming connection requests directed to the
alias node address. By default, a node that assumes the alias is available to
receive incoming connections addressed to the alias, but a small node that
uses the alias for outgoing traffic may elect not to handle the extra incoming
traffic. You can also select which DECnet-VAX objects (software components
that provide network services) are to use the alias by specifying in the
object database that the alias address is to be used for outgoing connections
originated by those objects. In addition, you can specify which objects will
receive incoming connect requests directed to the alias node address.

MAIL is an example of a network object that can effectively treat the cluster
as a single node. Ordinarily, replies to mail messages are directed to the node
that originated the message; the reply is not delivered if that node is not
available. If the node is in a cluster and uses the cluster alias, an outgoing
mail message is identified by the alias node address rather than the individual
address of the originating node. An incoming reply directed to the alias
address is given to any active node in the cluster and is delivered to the
originator’s mail file.

Objects that involve multiple incoming links (such as PHONE) should not
use the alias node address because each incoming link may be routed to a
different node that uses the same alias. Also, objects whose resources are
not accessible clusterwide should not be allowed to receive incoming connect
requests directed to the alias node address. Section 2.6 describes network
objects and discusses the type of object for which the alias node identifier is
suitable.

The alias node identifier permits you to set a proxy to a remote node for

the whole cluster rather than for each node in the cluster. The clusterwide
proxy can be useful if the alias node address is used for outgoing connections
originated by the object FAL, which accesses the file system.

You should use the alias node identifier only for fully shareable resources in
a VAXcluster. All processors in the cluster must be able to access and share
all resources (such as files and devices). Nodes that assume the alias node
identifier should have a common authorization file.
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At least one of the cluster nodes that uses the alias node identifier must be

a router. It can be a level 1 router, because all cluster nodes sharing the
same alias node address must be in the same area. The cluster router informs
other nodes in the network of the existence of the alias node address. Other
routers in the network perceive the cluster router as the shortest path to the
cluster node address and send the router packets addressed to the cluster
node address. If the router receives a packet addressed to the alias node
address, it forwards the packet to the appropriate cluster node: if the packet
is for an existing logical link, the link identifier in the packet is sufficient to
select the node; if the packet is initiating a new logical link, the router selects
a participating node in round-robin fashion.

The network manager or cluster manager should select a suitable alias node
name and address for the cluster nodes. You can specify either the alias node
name or address as an executor parameter in your node database. If you
specify the alias node name, you must first have associated the name with the
agreed-upon alias node address. You can then assign the same parameters to
this node as to other nodes, except that routing initialization passwords are
not required. No point-to-point initialization can occur because a node cannot
set up a circuit to an alias node address. The alias node address and name
appear in the node databases of other nodes in the network.

You can optionally set a maximum value on the number of logical links that
your node can initiate using the alias node identifier (see Section 2.5).

2.1.2 DTEs

A VMS operating system with VAX PSI software installed can function as

a DTE (or DTEs) capable of sending and receiving packets over PSDNs to
which the system is connected. To configure a local DTE, you must establish
in the configuration database an X.25 protocol module entry, which identifies
a network to which your DTE is connected. This network represents a path
to a PSDN. You must also establish X.25/X.29 server database entries that
indicate the destinations of incoming X.25 and X.29 calls (see Section 2.7).

2.1.21

X.25 Protocol Module

The X.25 protocol module is a software component that controls the
transmission of data packets over PSDNs. The configuration database for
the X.25 protocol module identifies the networks to which your DTEs are
connected, defines the DTEs, and specifies any user group to be associated
with the DTEs.

The first step in configuring the X.25 protocol module is to identify the
particular networks with which your DTE or DTEs will connect. Note that
the term “network” as used here refers to a network you define with NCP.
In this context, network does not refer to a PSDN, but rather a route to a
PSDN. You must associate the network name with a profile that determines
the characteristics of subscription to the PSDN. When you specify a network
profile, default values for a number of parameters that affect data-packet
control are entered in the configuration database. Defaults set the size and
control the flow of data packets over switched virtual circuits, and control
call setup and clearing of these circuits; they also control the transmission of
resets and restarts over permanent and switched virtual circuits.
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You identify your local DTE or DTEs by DTE address and network name.
Each local DTE must have a unique address for the network to which it
belongs. The DTE address format is determined by the PSDN whose profile
is specified for the network. For each DTE, you can specify the operational
state and maximum number of circuits supported, and identify the associated
line and the channels for outgoing calls.

You should also identify any user groups of which you are a member. A
user group is an optional PSDN facility to which you can subscribe: a closed
user group (CUG) permits two or more DTEs to communicate only with each
other; a bilateral closed user group (BCUG) restricts communication to a pair
of DTEs. You specify the unique name of your CUG or BCUG and associate
with it the local DTE address and group number; for a BCUG, you specify
that the group type is bilateral.

2.1.2.2

X.25 Connector and Host Nodes

A VMS node that has VAX PSI software in multihost mode installed can
serve as a connector node, a gateway that provides access to a PSDN for
host nodes. To configure your node with VAX PSI software in multihost
mode, establish in the database an X.25 protocol module entry as described in
Section 2.1.2.1, then indicate in the X.25 server database the host destinations
to which incoming calls are to be forwarded.

A VMS host node must have VAX PSI Access software installed. To configure
your node as a host node, you must establish in the database the X.25
access module (see Section 2.8) and indicate in the X.25 server database the
destination on your node for incoming calls.

2.2 Circuits

Circuits are high-level communications data paths between nodes or DTEs;
communication between nodes takes place over circuits. Circuits operate over
physical lines, which are low-level communications paths (see Section 3.6).

2.2.1 Classes of DECnet—VAX Circuits
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DECnet-VAX employs four classes of circuit: DDCMP, CI, Ethernet, and
X.25.

DDCMP circuits provide the logical point-to-point or multipoint connection
between two or more nodes. There are currently three types of DDCMP
circuit: point-to-point, multipoint control, and multipoint tributary. A point-
to-point circuit operates over a corresponding synchronous or asynchronous
DDCMP point-to-point line. Asynchronous lines can be either static
(permanent) or dynamic (switched).

Multipoint control circuits operate over synchronous DDCMP control lines.
You can specify multiple circuits from the control (master) end of a control
line, but each circuit must have a unique physical tributary address. On the
tributary (slave) end, you can specify only one multipoint tributary circuit per
line.

CI circuits are available only on those nodes that are attached to a CI-750,
CI-780, CIBCA, or CIBCI interconnect. The setup of CI circuits is similar in
many ways to the setup of DDCMP multipoint circuits. CI circuits, however,
use their own protocol.
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Ethernet circuits provide for multiaccess connection between a number of
nodes on the same broadcast circuit. An Ethernet circuit differs from other
DECnet circuits in that there is not a single node at the other end. An
Ethernet circuit is a path to many nodes. Each node on a single Ethernet
circuit is considered adjacent to every other node on the circuit and equally
accessible. Every node must have a unique node identification: an Ethernet
physical address. (Ethernet node addressing is described in Section 3.3.4.)
Ethernet circuits use the Ethernet protocol.

X.25 circuits use the X.25 level 3 protocol (the packet level) and provide for
communication over PSDNs. VAX PSI provides X.25 circuits for use by PSI
user application programs (also referred to as “native X.25 user programs”)
or by DECnet data link mapping (DLM). DLM permits the use of X.25 as a
DECnet data link through the mapping of data link information between the
DECnet Routing layer and the X.25 protocol module. The two types of X.25
circuit are X.25 native circuits and X.25 DLM circuits.

Each X.25 circuit is a virtual circuit connecting a local DTE and a remote DTE.
An X.25 virtual circuit can be either of the following;:

e A permanent virtual circuit (PVC), providing a permanent path between
the local DTE and the remote DTE

e A switched virtual circuit (SVC), providing a temporary path between the
local DTE and the remote DTE

You need to set up all PVCs (whether used by DECnet or native X.25 user
programs) using NCP commands. Also, you must set up SVCs used by
DECnet by means of NCP commands. VAX PSI sets up X.25 native SVCs
with parameters taken from the X.25 protocol module component when calls
on these circuits are requested. You do not need to use NCP to set up X.25
native SVCs.

Just as you must specify the local node, you must also specify parameters for
all DECnet circuits connected to the local node and all X.25 virtual circuits
connected to local DTEs.

You must identify each circuit by name and specify information that directly
affects the circuit’s operation. You can also specify the operational state of
circuits connected to your local node or DTE. Thus you can control circuit
traffic and perform service functions. The state of a circuit may ultimately
affect the system'’s ability to reach an adjacent node or DTE. The circuit state
can have a similar effect on routing.

The following sections describe the circuit component. For a discussion of
using NCP commands to specify circuits, see Chapter 3.
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2.2.2 DDCMP Circuit Devices
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DDCMP circuit devices can be synchronous or asynchronous. DECnet-VAX
supports the following synchronous DDCMP circuit devices.

Device Mnemonic
DMB32 DMVB
DMC11 DMC
DMR11 DMC
DMP11 DMP
DMV 11 DMP
DMF32 DMF

The DMC11 and the DMRI11 are point-to-point circuit devices and are
considered identical. The DMP11 can be a point-to-point, multipoint control,
or multipoint tributary circuit device. The DMV11 is similar to the DMP11;
DECnet refers to both devices as the DMP11. The DMF32 and DMB32
synchronous line units are either point-to-point or multipoint tributary circuit
devices.

DECnet-VAX supports the following asynchronous DDCMP circuit devices.

Device Mnemonic
DHQ11 TX
DHU11 TX
DHV11 TX
DMB32 TX
DMF32 TX
DMZz32 TX
Dz11 TT
DZ32 TT
DzQ11 TT
DzZV11 TT

The asynchronous circuit devices are point-to-point circuit devices used for
static or dynamic asynchronous connections.

Note that asynchronous DDCMP circuits need not be predefined for dynamic
connections. They are established automatically during dynamic switching of
terminal lines (see Section 2.3.2.3).

Other DECnet implementations may support other DDCMP circuit devices.

If a node in your network uses a circuit device other than one of these, refer
to the appropriate DECnet documentation. This section provides a general
discussion of point-to-point and multipoint circuits. The VMS Network Control
Program Manual lists DECnet circuit and line devices by name and operational
category.
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Every DDCMP circuit provides a logical point-to-point connection between
two nodes. The circuit operates over the corresponding DDCMP line (for
example, the DMC11 circuit operates over the DMC11 line). The DMP11,
operating as a multipoint control circuit, also provides a logical, multipoint
connection (over one physical line) between a control station and several
tributaries (as illustrated in Figure 2-1). The DMP11 and DMF32 can also
operate as multipoint tributary circuit devices that provide a logical connection
between a tributary and a control station.

Figure 2—1 Multipoint Circuits and Associated Lines
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The following terms are used to describe the operation of multipoint circuits:

¢ Control Station—the node at the controlling end of a multipoint circuit.
It controls the tributaries for that circuit.
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¢ Polling—the activity that the control station performs on tributaries of a
multipoint circuit. The control station regularly sends request messages
to (that is, polls) each eligible tributary in the polling list. The request
message asks the tributary if it has anything to send (essentially giving it
permission to use the bus).

e Tributary—a physical termination point on a multipoint circuit that is
not a control station.

e Tributary Address—a numeric address that identifies a tributary node on
a multipoint circuit.

You can connect both a multipoint control circuit and a multipoint tributary
circuit to the same node. The node could then serve as the control station for
one multipoint circuit and as a tributary for another multipoint circuit.

The system manager must supply tributary addresses for a control station to
use when polling each tributary in a polling list.

2.2.3 CI Circuit Devices
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DECnet supports the CI-750 interconnect (on VAX-11/750 processors only),
the CI-780 interconnect (on VAX-11/780, VAX-11/785, VAX 8600, VAX
8650 processors only), and the CIBCA and CIBCI (on VAX 8200, VAX 8250,
VAX 8300, VAX 8350, VAX 8500, VAX 8530, VAX 8550, VAX 8700 and
VAX 8800 processors only). All nodes connected to the same CI bus can
communicate directly with each other. Only one CI controller per node

is required. DECnet treats the CI controller as a multipoint data link and
requires a single entry in the line database and multiple entries in the circuit
database. The line database entry describes the CI controller (see Section 3.6).
Each circuit database entry describes a virtual connection to a single remote
node on the CI. CI multipoint circuits and DDCMP multipoint circuits differ
in the following ways: -

* Each station on the CI can talk directly to every other station. These
stations are called tributaries and all stations are alike. There are no
“control” and “tributary” stations as with DDCMP multipoint circuits.
Only the setup of CI circuits is similar to multipoint circuits.

* There are no polling parameters on the CI.

® (I circuits use their own communication protocol.

If you plan to use a CI circuit, you must first connect the device CNAO

to the driver CNDRIVER. To connect CNAO to the CNDRIVER and load
the CNDRIVER, add the following lines to the LOADNET.COM command
procedure in SYSSMANAGER:

$ RUN SYS$SYSTEM:SYSGEN
CONNECT CNAO/NOADAPTER
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2.2.4 Ethernet Circuit Device

DECnet supports the following circuit devices, which provide for multiaccess
connections between many nodes on the same Ethernet circuit.

Device Mnemonic Bus Name
DEUNA UNA UNIBUS
DELUA UNA UNIBUS
DEQNA QNA Q-bus
DELQA QNA Q-bus
DEBNA BNA Bl-bus
DESVA SVA None '

1The VAXstation 2000 and the MicroVAX 2000 processors use the DESVA.

VMS operating systems configured with a UNIBUS may use the DEUNA or
DELUA circuit device (each of these devices is called the UNA). The DELUA
is a newer version of the DEUNA that provides higher throughput. VMS
operating systems with a Q-bus running on MicroVAXes use the DEQNA
and the DELQA (each of these devices is referred to as the QNA), which are
similar in function to the DEUNA.

VMS operating systems with a Bl-bus may use the DEBNA (referred to as

the BNA). The VAXstation 2000 and the MicroVAX 2000 processors use the
DESVA (referred to as the SVA). The DWBUA device is a UNIBUS adapter
that allows a DELUA or a DEUNA to be connected to a BI system.

All these devices use the Ethernet protocol. Ethernet messages are sent

over the Ethernet as datagrams, which means messages may be lost because
of errors. DECnet provides for automatic retransmission of lost messages.
The Ethernet device allows multiple users of the device at the same time.
Therefore, other users may be using the Ethernet device with another protocol
type, while DECnet is running.

2.2.5 Ethernet Configurator Module

All nodes on an Ethernet circuit are logically adjacent, because the Ethernet
is a multiaccess device. To obtain a list of all systems on an Ethernet circuit,
you can use the Ethernet configurator module. The configurator module
listens to system identification messages transmitted periodically by every
DIGITAL-supported node on the Ethernet circuit, and builds the configuration
list from the received messages.

Approximately once every 10 minutes, each node on an Ethernet circuit that
conforms to the DNA specifications transmits a system identification message
(a hello message) to a multicast address that the configurator monitors. For

a random distribution of nodes with possible loss of system identification
datagrams, the configurator would require 40 minutes to collect all node
addresses. In practice, the configurator normally requires about 12 minutes to
complete a list.
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The Ethernet configurator module requires a default nonprivileged DECnet
account. You use NCP commands to access and control the configurator
module. The configurator runs as a separate process and, once it is started,
becomes available to all users on the system. The configurator module
continues to execute and maintains and updates its database of information
on active nodes.

When you request information about the current configuration of nodes on
Ethernet circuits, the following is displayed for each system: its Ethernet
physical and hardware addresses, the device connecting it to the circuit,
maintenance functions it can perform, and the time of the last system
identification message from the system.

2.2.6 X.25 Circuit Devices

X.25 circuits differ from DDCMP circuits in that there is no direct
correspondence between circuit and line. All X.25 circuits pass through

the X.25 protocol handler module (see Section 2.1.2.1), which multiplexes
circuits to lines that it “owns.” There is no direct relationship between the
name of an X.25 circuit and an X.25 line. One line is specified for each DTE.

All X.25 circuits are virtual circuits that connect a local DTE with a remote
DTE. The association between DTEs can be permanent or temporary. X.25
PVCs are analogous to leased lines between the local DTE and the remote
DTE. They are similar to DDCMP circuits in that both have predefined end
points.

X.25 SVCs are analogous to dialup lines. You set up SVCs only when there
is data to transmit; SVCs are cleared when the transfer is complete. They are
temporary paths between local and remote DTEs.

2.2.7 X.25 DLM Circuits

2.3

Data link mapping (DLM) circuits extend normal DECnet capabilities to
include communication over a PSDN with other DECnet nodes connected to
the PSDN. Data link mapping permits an X.25 virtual circuit to be used as a
DECnet data link. A DLM circuit is owned by the executor node; the Routing
layer has exclusive rights to use the circuit. A DLM circuit can be either a
PVC or an SVC. A DLM SVC can be used for either incoming or outgoing
calls.

To establish a DLM SVC with a remote DTE, DECnet-VAX uses the DTE
address of the remote node. Subaddresses can be used to limit the DLM
calls accepted at the local DTE. DECnet-VAX will try to recall a number if
previous attempts to establish a DLM SVC have not succeeded. The number
and frequency of recall attempts can be regulated.

Lines
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Lines provide physical communications and are the lowest level
communications path. Circuits are high-level communications paths that
operate over lines.
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2.3.1 Classes of DECnet—VAX Lines

DECnet-VAX supports four classes of line: DDCMP, CI, Ethernet, and X.25.
A DDCMP line provides the physical point-to-point or multipoint connection
between two or more nodes. A CI line provides a high-speed connection
between two or more nodes. An Ethernet line is a multiaccess connection
between two or more nodes. An X.25 line is the physical link between your
DTE and a PSDN.

For DDCMP, CI, and Ethernet configurations, each circuit is directly related to
a corresponding line. For X.25 configurations, however, the circuits and lines
do not correspond directly. X.25 circuits are multiplexed to lines owned by
the X.25 protocol handler module (see Section 2.1.2.1).

Just as you must establish node and circuit parameters, you must also
establish parameters for all physical lines connected to the local node or
DTE. You must identify each line by name and specify information that
directly affects the line’s operation. You can control the operational state of
the line, and thus control line traffic and perform service functions. The state
of a line may ultimately affect the reachability of an adjacent node or DTE,
affecting the routing.

The following sections describe the line component. For a discussion of using
NCP commands to specify line parameters, see Chapter 3.

2.3.2 DDCMP Lines

DDCMP lines can be synchronous point-to-point or multipoint lines
or asynchronous point-to-point lines. Asynchronous lines can be static
(permanent) or dynamic (temporarily switched).

2.3.2.1

DDCMP Line Devices

DDCMP line devices can be synchronous or asynchronous. (For a complete
list of DDCMP devices and their corresponding mnemonic names, refer to
Section 2.2.2.) DECnet-VAX supports the following synchronous DDCMP
line devices:

e DMB32 synchronous line unit

e DMC11
e DMR11
e DMP11
e DMV1l

e DMF32 synchronous line unit

The DMC11 and the DMR11 are point-to-point line devices and are
considered identical. The DMP11 can be either a point-to-point, multipoint
control, or multipoint tributary line device. The DMV11 is similar to the
DMP11; DECnet refers to either device as the DMP11. The DMB32 and
DMF32 synchronous line units are point-to-point or multipoint tributary line
devices.
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DECnet-VAX supports the following asynchronous DDCMP line devices:

e DHOQI11
e DHU11
e DHVI11

e DMB32 asynchronous line unit

¢ DMF32 asynchronous line unit

e DMZ32
¢ Dz11

e DZ32

* DZQ11

e DzZV1l

The asynchronous line devices are point-to-point line devices used for static
or dynamic asynchronous connections.

Note that asynchronous DDCMP lines need not be predefined for
dynamic connections. They are established automatically when a dynamic
asynchronous DDCMP connection is made (see Section 2.3.2.3).

Every DDCMP line provides a point-to-point connection between two nodes.
Circuits, the actual communications path, operate over the line. The DMP11
and DMF32 also provide a multipoint connection between two or more
nodes. In Figure 2-2 a multipoint line controlled by the DMP11 provides the
physical connection between a control node and several tributary nodes.

You can connect two multipoint lines to the same node. The node could
then serve as the control station for one multipoint line and as a tributary for
another multipoint line.

Because a heterogeneous network may have DDCMP line devices other than
one of the preceding, you should be familiar with the entire range of devices
and their impact on network management. If a node in your network uses a
line device other than these, refer to the appropriate DECnet documentation.
The VMS Network Control Program Manual lists DECnet line devices by name
and operational category.
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Figure 2—2 Multipoint Lines
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2.3.2.2

Static Asynchronous Lines

A static asynchronous DDCMP connection is a permanent connection
established between two nodes (such as a VMS router node and a VMS

end node). The two nodes are connected by either a modem or by a physical
line attached to a terminal port at each end (for example, port TTAO on the
end node and port TXB7 on the router). A static asynchronous connection
can also be made over a dialup line.

Before the DECnet connection is made, the terminal lines must be converted
to static asynchronous DDCMP lines. Each terminal port must have an
asynchronous DDCMP line device installed, and the system manager at
each node must load the asynchronous DDCMP driver, NODRIVER. The
system manager at each node should insert the following command in the
SYSTARTUP_V5.COM command procedure:

$ SET TERMINAL/PROTOCOL=DDCMP device-name:
where:

device-name Is the name of the appropriate terminal port.

For example, the manager of a MicroVAX running the VMS operating system
should specify the following command:

$ SET TERMINAL/PROTOCOL=DDCMP TTAO:
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The manager of the VMS router should specify this command:
$ SET TERMINAL/PROTOCOL=DDCMP TXB7:

Each system manager should then specify the appropriate line and circuit
commands in the configuration database to turn on the line and circuit for
DECnet use. (The commands required to install static asynchronous lines and
the NCP commands to configure a network using static asynchronous lines
are given in Chapter 5.)

2.3.2.3 Dynamic Asynchronous Lines
A dynamic asynchronous line differs from a static asynchronous line or other
DECnet-VAX line in that it is normally switched on for network use only for
the duration of a dialup connection between two nodes. When the telephone
is hung up, the line reverts to being a terminal line.

Figure 2-3 illustrates a typical configuration in which dynamic asynchronous
switching occurs over a dialup line. The local node in Figure 2-3 is a
standalone MicroVAX II system; the remote node is a VAX-11/780. After
the user at the local node dials in to the remote node, he or she can cause the
lines connected to terminal ports TTA1 and TXB1 to be switched to dynamic
asynchronous DDCMP lines for use in DECnet communications.

Dynamic switching of terminal lines to asynchronous DDCMP lines can occur
provided both nodes have DECnet installed. Assuming that both the remote
node and the local node are VMS operating systems, the system manager

at each node must have loaded the asynchronous driver NODRIVER and
installed the privileged shareable image DYNSWITCH. (If the local node

is a personal computer, there is no need to load NODRIVER and install
DYNSWITCH.) The system manager at the remote node must have enabled
the use of virtual terminals on the system. First, the system manager must
have enabled the use of the virtual terminal for the line over which you are
going to log in by issuing the CONNECT command of the SYSGEN Utility.
The system manager must also have enabled virtual terminals on the terminal
line using the DISCONNECT attribute of the SET TERMINAL command for
the terminal.

A functional explanation of the procedure for dynamic switching of lines, as
shown in Figure 2-3, is as follows:

1 You should log in to the VMS operating system running on the
MicroVAX 1, causing a process to be created on your system. In
Figure 2-3, this process is identified by the sample process name
PROCESS_L.

2 You must enter the following DCL command:
$ SET HOST/DTE[/DIAL=NUMBER:number] TTA1:

This command causes a process on the local system to function as a
terminal emulator, and causes the modem to dial the number of the
remote system. The terminal emulator permits the local process to
function as though it were a terminal line: characters can be read from
one port and written to another port. In Figure 2-3, the terminal emulator
on the MicroVAX II reads characters from port TTA1 and writes characters
to port TXB1. Note that the /DIAL qualifier in the SET HOST/DTE
command is optional and works only if you have written a program to
dial your modem. The default program supplied with the VMS operating
system dials a DF03 modem.
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Figure 2-3 Dynamic Switching of Asynchronous DDCMP Lines
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3 If you do not specify the /DIAL qualifier in step 2, dial the remote
system manually. After the dialup connection is made and you receive
the remote system welcome message, you should perform the regular
procedure for logging in to your account on the remote node. In this
case, you would supply your user name and password to the remote VMS
operating system.

4 When you log in over a modem line, a process is created at the remote
node and connected to a virtual terminal as well as the physical
terminal. In Figure 2-3, this process is identified by the sample process
name PROCESS_R. The virtual terminal permits PROCESS_R to
continue running even if the physical terminal is disconnected (for
example, if you lose the carrier signal on your telephone line).

5 You can then initiate dynamic switching by specifying the following DCL
command from your account on the remote node:

$ SET TERMINAL/PROTOCOL=DDCMP/SWITCH=DECNET

Note that the SET TERMINAL command is a VMS DCL command. If
you are on a non-VMS node, you should specify the equivalent function
for your system.

6 When the SET image at the remote node recognizes the
/SWITCH=DECNET qualifier, it calls the shareable image DYNSWITCH.
DYNSWITCH verifies that the device is a virtual terminal and then sends
an escape sequence to the terminal emulator running on the MicroVAX
II. The escape sequence notifies the terminal emulator that the line
connected to the remote terminal port is becoming an asynchronous
DDCMP line.

7 When the terminal emulator at the local node receives the escape
sequence, it calls the image DYNSWITCH, which causes the line
connected to terminal port TTA1 to be switched to an asynchronous
DDCMP line. It assigns a channel to the network and supplies the
appropriate line and circuit entries to the NCP volatile database at the
local node. (Note that the modem line is not dropped; redialing is not
required.)

8 The asynchronous DDCMP protocol on the local node sends a DDCMP
start message to DYNSWITCH on the remote node and sends the
transmit password defined in the local node database. DYNSWITCH
at the remote node disconnects the physical terminal from the virtual
terminal, and causes the line connected to the physical terminal port (in
Figure 2-3, the port TXB1) to be converted to an asynchronous DDCMP
line. DYNSWITCH assigns a channel to the network and supplies the
appropriate line and circuit parameters to the volatile database to start up
the line and circuit.
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After DECnet is started on the local node, the terminal emulator is exited
and control is returned to the local node when the following message is
displayed:

%REM-S-END, control returned to node _local-node-name: :

A prompt appears on the local terminal and you can then use DECnet to
perform operations over the network.

10 If the terminal emulator does not recognize escape sequences (if the local

11

node is not a VMS operating system), you must specify the /MANUAL
qualifier in the SET TERMINAL command indicated in step 5.

$ SET TERMINAL/MANUAL/PROTOCOL=DDCMP/SWITCH=DECNET

The /MANUAL qualifier prevents DYNSWITCH at the remote node from
sending the escape sequence. Instead, DYNSWITCH sends the following
message to the local node:

%SET-I-SWINPRG, The line you are currently logged in
over is becoming a DECnet line

After receiving this message, if you decide not to switch the line, you can
press CTRL/C or CTRL/Y to abort the switch. If your local system is a
VAX and you want to continue the switch, you should exit the terminal
emulator and switch your terminal line to an asynchronous DDCMP line
manually by entering the following command:

$ SET TERMINAL/PROTOCOL=DDCMP TTA1:

Then, you enter NCP commands to turn on your line and circuit. For
example, enter the following commands:

NCP> SET CIRCUIT TT-0-1 STATE ON
NCP> SET LINE TT-0O-1 STATE ON

DYNSWITCH waits 60 seconds for the DDCMP start message and the
transmit password and then times out the switch.

Note that the SET TERMINAL command is a VMS DCL command. If
you are on a non-VMS node, you should specify the equivalent function
for your system.

When you hang up the telephone, the line is switched back to a terminal
line. (DECnet-VAX automatically clears the line and circuit entries from
the volatile database). Alternatively, you can switch the asynchronous
line back to a terminal line by issuing an NCP command to turn off the
line or circuit.

If you specified the /NOHANGUP qualifier in the SET TERMINAL
command in step 5, the modem signal is not dropped if you specify an
NCP command to turn off the DECnet line. Therefore, you do not have
to redial the connection to the remote node when you want to convert
your line to DECnet use.

Chapter 5 provides examples of the commands required to install dynamic
asynchronous lines and the NCP commands required to configure a network
using dynamic asynchronous lines. The complete DECnet-VAX installation
procedure, including establishment of asynchronous connections, appears in
the Guide to DECnet-VAX Networking.
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Chapter 3 describes the NCP command parameters required for asynchronous
connections. Section 2.10 summarizes security for dynamic asynchronous
connections.

2.3.3 ClIl Line Device

The CI-780, CI-750, CIBCA, and CIBCI lines are high-speed devices, each
of which provides a connection between two or more nodes. If you plan to
run DECnet over a CI, you must first connect the device CNAO to the driver
CNDRIVER. To connect CNAO to the CNDRIVER and load the CNDRIVER,
add the following lines to the LOADNET.COM command procedure in
SYS$MANAGER:

$ RUN SYS$SYSTEM: SYSGEN
CONNECT CNAO/NOADAPTER

2.3.4 Ethernet Line Devices

A VMS Ethernet node is connected to the Ethernet line by an Ethernet
communications controller, a transceiver, and a transceiver cable. The
Ethernet controllers use the Ethernet line protocol. The Ethernet circuit
operates over the Ethernet line.

A particular Ethernet node is identified by the Ethernet hardware address

of its line device; this hardware address is stored in read-only memory in
the Ethernet controller. When DECnet starts an Ethernet line, it constructs
an Ethernet physical address for the node (see Section 3.3.4). Shutting off
machine power or changing the state of the Ethernet line to OFF causes the
Ethernet controller to reset the physical address to the original hardware
address. Note that if more than one application will use a particular Ethernet
line (for example, DECnet and LAT), DECnet must be brought up first because
it resets the physical address.

For a complete list of Ethernet controllers and associated mnemonic names,
refer to Section 2.2.4.

2.3.5 X.25 Line Devices
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VAX PSI supports the following line devices.

Device Mnemonic
DMF32 synchronous line unit DMF
DMB32 synchronous line unit DMB
DPV11 DPV
DST32 DST
DUP11-DA DUP
KMS11-B KMX
KMS 1P KMY
KMV1A KMV




2.4

2.4.1

DECnet—VAX Components and Concepts
2.3 Lines

The DMF32 synchronous line unit is a low-speed synchronous line interface.
The DUP11-DA is a low-speed synchronous interface. The DPV11 is
equivalent to a DUP11. The combination of the KMS11-B controller
hardware and the X.25 level 2 microcode provides a low-speed synchronous
interface called the KMX. The KMS11-B supports eight lines, but all lines
used must be connected to the same PSDN. Similarly, the combination of
the KMS1P controller hardware and the X.25 level 2 microcode provides a
medium-speed synchronous interface called the KMY that supports one line.
The KMV1A is similar to the KMY. However, the KMV1A provides only

a low-speed interface. The DMB32 synchronous unit is a medium-speed,
synchronous interface.

For the most recent list of supported X.25 line devices, refer to the VAX P.S.I.
Software Product Description (SPD).

Routing

Routing is the network function that determines the path or route along
which data (called “packets” in this context) travels to its destination. The
Routing layer of DECnet handles routing functions. Because the need for
routing pervades network operation, as much as possible is done in software
to relieve you from worrying about the configuration of the network.

As system manager, however, you need to be concerned with the
configuration of the network in terms of routing. You must configure each
network node as either a routing or a nonrouting node, and you have the
option of dividing the whole network into different areas. In addition, certain
parameters in the configuration database permit a degree of indirect control
over network routing, but, for most networks, the default values of these
parameters are reasonable.

For very large networks, it may be helpful to have a network manager
oversee the operation of the network as a whole. The network manager could
ensure that all node addresses are unique and that routing control parameters
provide for efficient data flow through the network.

The following sections explain the different types of routing and nonrouting
nodes and configurations, describe the levels of routing, and summarize
special routing techniques used with Ethernet. They also introduce basic
terms and concepts involved in routing control. Chapter 3 discusses the NCP
command parameters that affect routing.

Routing and Nonrouting Nodes

Routing nodes (routers) are nodes that can send and receive packets and
route packets from one node to another. Routers have two or more circuits.
Routers regularly receive and maintain information about other nodes. They
perform the routing operation by associating a circuit with the destination
node for the packet and transmitting that packet over that circuit. Routers can
use DDCMP, CI, Ethernet, or X.25 circuits as their data links.

In a multiple-area network, all routers in a particular area can route packets
within the area; some of these routers can also route packets to and from
other areas. The two kinds of routers used in area routing configurations are
level 1 routers and level 2 routers.
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The level 1 router performs intra-area routing within a single area of the
network. Note that if all nodes are configured in the same area, the whole
network is considered a single area, and all routers are level 1 routers. The
level 2 router performs intra-area routing within its own area and interarea
routing between its area and one or more other areas of the network.

Nonrouting nodes (end nodes) contain a subset of network software that
permits them to send packets or receive packets addressed to them, but not to
route packets to other nodes. End nodes have a single circuit connecting them
to the rest of the network. They do not send or receive information about
network configurations. If two end nodes are connected by a nonbroadcast
circuit, these nodes constitute the entire network.

On an Ethernet, if there are two or more routers, one router is elected the
designated router to provide message routing services for end nodes on the
Ethernet. If no routers are available, Ethernet end nodes can communicate
with each other directly by sending a packet out over the Ethernet and then
waiting until the timeout for a reply. However, routers are the only Ethernet
nodes that can route messages to network nodes not on the Ethernet.

2411

Types of DECnet Nodes

DECnet supports a variety of types of nodes developed during different
phases of DNA implementation. Phase II, III, and IV nodes can all exist on a
network and can be configured adjacently, as follows:

* Phase II/Phase II
® Phase II/Phase III
* Phase IlI/Phase III
® Phase IlI/Phase IV
¢ Phase IV/Phase IV

Phase II nodes can communicate with each other as long as there is a physical
data link between them. They support only point-to-point connections. There
is no Phase II support for Ethernet.

Phase III DECnet introduced adaptive routing, which allows a reasonably
large number of nodes to communicate conveniently. A network composed
of Phase III nodes is limited to a practical size of approximately 100

nodes, because of the overhead of routing update messages that have to

be exchanged among routers. (The design limit for the address of a DECnet-
VAX Phase III node is 255; this limit may vary for other DECnet Phase III
systems.) Phase III introduced routers and end nodes. Phase III depends

on data links that guarantee delivery of messages in order to accomplish
initialization among routers. Therefore, there is no Phase III support for
Ethernet.

Phase IV DECnet permits the configuration of very large networks and
expands the types of data links available for use. Phase IV supports area
routing, which allows configuration of a network of up to 63 areas, each
containing up to 1023 nodes. Phase IV software supports Ethernet circuits, as
well as DDCMP, CI, and X.25 circuits.
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Phase IV nodes can communicate with Phase III nodes. Certain restrictions
apply, however, in a mixed Phase III/Phase IV network:

* A Phase III node should not be included in a path between Phase IV
nodes.

* A Phase IIl node in a Phase IV multiple-area network should not be
linked with nodes outside its own area.

* Routing initialization passwords (described in Section 2.10.1) are required
when a Phase III node is initialized in a Phase IV network.

Section A.5 discusses restrictions on the use of Phase III nodes in Phase IV
networks.

24.1.2

DECnet—VAX Phase IV Nodes
DECnet-VAX Phase IV nodes are either of the following two types:

e Phase IV routers. These nodes deliver packets to and receive packets
from other nodes, and route packets from other source nodes through
to other destination nodes. They use Ethernet, DDCMP, X.25, and CI
circuits. In an area network configuration, Phase IV routers exist at two
routing levels:

— The level 1 router, which performs routing within a single area. The
node type is ROUTING IV.

— The level 2 router, which performs routing within its own area and to
and from other areas. The node type is AREA.

¢ Phase IV nonrouting nodes (end nodes). These nodes deliver packets
to other nodes and receive packets from other nodes, but do not route
packets through. They can be attached to an Ethernet, DDCMP, X.25, or
CI circuit. The node type is NONROUTING IV.

DECnet-VAX Phase IV nodes can also communicate with the other types of
node supported by DECnet. Area numbers are dropped when a Phase IV
node communicates with a node that is not a Phase IV node. A Phase IV
node adds its executor area number to the node address of a message that it
receives from a Phase IIIl node. Nodes with which Phase IV DECnet-VAX
nodes can communicate include the following:

¢ Phase III routers. These nodes deliver packets to and receive packets from
other nodes, and route packets from other source nodes through to other
destination nodes whose addresses are less than 256. They use DDCMP,
X.25, and CI circuits, but do not support Ethernet circuits.

* Phase III nonrouting nodes (end nodes). These nodes send packets to
other nodes and receive packets from other nodes, but do not route
packets through. These nodes cannot support the Ethernet. DECnet-VAX
never provided this type of node, but can communicate with Phase III
end nodes (for example, RSX Phase III end nodes).

¢ Phase Il nodes. These nodes can send packets to adjacent Phase III
routers or to other adjacent Phase II nodes. However, Phase II nodes can
send packets only in point-to-point configurations. In addition, a
Phase III node cannot communicate with a Phase II node through another
Phase III node.
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24.1.3

Routing Features of DECnet—VAX License Options
The DECnet-VAX license permits you to use either of two kinds of DECnet-
VAX capability:

e Full function

¢ End node

The full function license permits the use of both DECnet-VAX routing and
end node capabilities. The end node license permits a node to be used only
as an end node. An upgrade from end node to full function capabilities is
available.

Both licenses permit the use of any kind of data link (DDCMP, CI, Ethernet,
X.25). Section 6.1 describes how the DECnet-VAX licenses are enabled to
turn on the appropriate capability.

A configuration consisting only of end nodes offers certain advantages:
® Less use of the central processor is required for routing.

* Data link efficiency is increased: there is no routing overhead and no
route-through traffic occurs over the circuit.

End nodes also involve the following limitations:

* The user on an end node cannot directly see the status of other nodes in
the network, because end nodes rely on routing nodes to maintain that
information. However, an end node can communicate with other nodes
in the network, including nodes outside its own area.

* At most, only one circuit is allowed to be active. If that one link to the
network fails, no alternative connection is available until the system
manager turns on a standby data link, if one exists.

2.4.2 AreaRouting
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Phase IV DECnet permits implementation of very large networks through
the use of area routing techniques, while still supporting configuration of
smaller networks that are not divided into areas. The network manager has
the option of partitioning a large network into areas. Each area is a group of
nodes. Nodes are grouped together in areas for hierarchical routing purposes.
Hierarchical routing involves the addition of a second level of routing to the
network. Routing within an area is referred to as level 1 routing; routing
between areas is called level 2 routing.

Area routing offers the following advantages:
* Permits configuration of very large networks of more than 1023 nodes.

* Requires less routing traffic, restricting routing overhead between areas
to the level 2 routers. Level 1 routers exchange routing information only
about nodes in their own area.

* Allows different organizations to manage their nodes separately within a
large network.

* Makes the merging of existing networks easier.
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When a level 1 router receives a packet destined for a node in another area,
it uses level 1 routing to send the packet to the nearest node within its own
area that can perform level 2 routing. That router forwards the packet by
level 2 routing to a level 2 router in the destination area, which in turn sends
the packet by level 1 routing to the destination node in its area.

Note that, if two or more level 2 routers exist in the same area, each level 1
router in that area sends packets destined for other areas to the nearest
level 2 router, regardless of which level 2 router is closest to the destination
area. The level 1 router has no access to level 2 routing information.

Each area in the network is assigned an area number. Every node in the area
is uniquely identified by the addition of its area number as a prefix (followed
by a period) to its node number. For example, node 15 in area 7 is addressed
as node 7.15. The node number must be unique within the area, but may be
used again within another area. Thus, node identification within an area is
independent of node identification within other areas.

Phase IV DECnet permits configuration of a maximum of 63 areas (areas 1
through 63), each containing up to 1023 nodes. A Phase IV node address is
a 16-bit number: the most significant six bits define the area number, and
the least significant 10 bits specify the node number within the area. You
can convert the Phase IV node address to its decimal equivalent for use in
commands, such as COPY and MAIL, that do not recognize the area prefix
(the conversion procedure is given in Section 3.7.2). You can convert to its
hexadecimal equivalent for use in determining the Ethernet physical address
of the node (the conversion procedure is given in Section 3.3.4.2).

You assign the node address to your own node when you configure it. If you
do not specify the area number when addressing a remote node, that node is
assumed to be in the same area as your local node.

In a network not divided into multiple areas, each router performs level 1
routing throughout the network.

The characteristics of level 1 and level 2 routing nodes are described in the
following section. Section 2.4.4.3 presents rules for configuring hierarchical
networks using area-routing techniques. This appendix also describes the
configuration of mixed area networks, involving Phase III and Phase IV
nodes, and recommends procedures for converting a nonarea network to an
area network.

2.4.3 Level 1 and Level 2 Routers

An area can contain many level 1 routers and end nodes, and must contain at
least one level 2 router to provide the connection to other areas. A

level 1 router acts as a standard routing node. It keeps information on the
state of nodes within its own area. Level 1 routing nodes and end nodes
obtain access to nodes in other areas through a level 2 router residing in their
own area.

A level 2 router keeps information on the state of nodes in its own area and
also information on the cost and hops involved in reaching other areas. (The
logical distance between adjacent level 2 nodes is one hop.) The level 2
router always routes packets over the least cost path to a destination area.
Level 2 routers have the following characteristics:

e Level 2 routers connect areas.

e Level 2 routers also act as level 1 routers within their own area.
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e Each level 2 router in a network must be physically connected to at least
one other level 2 router.

* A level 2 router serves as a level 1 router when it is not physically
connected to another level 2 router.

* All level 2 routers must be connected in such a way that they create a
network of their own.

* Level 2 routers exchange level 2 routing messages among themselves.
* In any given area, there can be more than one level 2 router.

e Each level 2 router indicates it is the nearest level 2 router to each level 1
node in its own area, but each level 1 node decides what its level 2 router
is on the basis of cost.

2.4.4 Ethernet Routers and End Nodes

Two special concepts are involved in routing over an Ethernet circuit: the
designated router and end node caching.

2441

2-26

Ethernet Designated Routers

If there are two or more routers on the same Ethernet, one of them

is elected as the designated router. By convention, the router with the
highest numerical priority (the router priority parameter is set as a CIRCUIT
characteristic in its database) is elected router for the circuit. In case of a tie,
the node with the highest address is elected as the designated router. The
function of the designated router is to route messages over the Ethernet on
behalf of end nodes. A designated router is elected even if there are no end
nodes currently on the Ethernet.

Ethernet end nodes can also exchange messages directly without using a
router. Routers are needed, however, when messages are to be routed to
nodes off the Ethernet.

Ethernet end nodes are informed of the identity of the designated router on
that Ethernet. End nodes transmit multicast hello messages, so that routers
know of their presence on the Ethernet. End nodes keep no information
about the network configuration, except that they are permitted to keep

a cache of nodes within their area that they may address directly on the
Ethernet, rather than going through a router (see Section 2.4.4.2). Thus, an
end node may send a packet directly to another Ethernet end node, if the
address has been cached, or it may send a packet to the designated router for
forwarding.

Note that end nodes can exist on an Ethernet without a router. When an
end node on the Ethernet wants to communicate with another end node, and
notes that no designated router exists, it always sends the packet directly to
the addressed node. If the addressed node is active, the sender receives a
reply; if the addressed node is not available, a timeout occurs.
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Ethernet End Node Caching

End nodes normally send packets by means of a router. To minimize the
space and time overhead involved in the routing function on Ethernet circuits,
a caching mechanism is available that takes advantage of the fact that nodes
on an Ethernet are logically one hop away from each other (one hop is the
distance between two adjacent nodes).

An end node maintains a cache of limited size of the addresses of the target
nodes with which it has had contact. When a designated router is present and
an end node is ready to send a packet to a specific target node for the first
time, the end node sends the packet to the designated router, which in turn
forwards the packet to the target node. When there is no designated router on
the circuit, the end node sends the packet directly, because it expects that the
other node is there. By means of the acknowledgment messages it receives,
the end node builds its cache of addresses of specific nodes. If a response is
received from the target node, the end node examines the received packet for
the existence of specific bits (the bits are checked even if the first packet went
to the designated router). If the “on-Ethernet” bit is set, which indicates that
the target node is on the same Ethernet as the end node, then the next packet
can be sent directly, rather than by means of the designated router. If the
received packet has the “intra-Ethernet” bit set (which indicates that the target
node is not on the same Ethernet as the end node, but is reachable through a
routing node that is on the Ethernet), then the next packet can be sent from
the end node to the target node by means of a routing node, rather than by
means of the Ethernet’s designated router.

In summary, the end node uses the acknowledgment messages it receives to
build a cache of addresses of target nodes that either are on the same Ethernet
or can be reached through a node on the Ethernet. This mechanism is called
reverse path caching.
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Area Routing on an Ethernet

All nodes on an Ethernet need not be in the same area; you can configure
more than one area on a single Ethernet. The areas on the same Ethernet are
logically separate from each other. When you configure two level 1 routing
nodes on an Ethernet in different areas, the nodes do not communicate
directly with each other. Each level 1 router communicates with a level 2
router in its own area, which sends the message to a level 2 router in the
other area. The level 2 router that receives the message then transmits it to
the second level 1 router. Section A.6 illustrates area routing on an Ethernet.

2.4.5 Routers and End Nodes on Cl Data Links

You can configure nodes using a CI data link in a VAXcluster as routers or as
end nodes.

2451

Cl End Nodes

You can configure a two-node VAXcluster that uses a CI data link using
end nodes only, but at least one router is required if additional nodes are
configured in the cluster. The CI protocol does not include the multiaccess
capabilities of the Ethernet protocol.
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2.4.5.2

Cl Routers

One or more CI routers are necessary if a VAXcluster consists of three or more
nodes. CI circuit devices are treated as though they were multipoint devices
(like the DMP device) rather than as multiaccess devices such as the Ethernet
circuit device. Although only one router is required in a cluster of more than
two nodes, having more routers in the cluster environment increases the
overall availability of the network within the cluster.

If the VAXcluster configuration includes end nodes as well as routers, a
backup, higher-cost circuit could be provided for each end node. This backup
circuit could take over if the primary circuit connecting the end node to its
router fails (see Section 3.7.6).

Note that end nodes communicating through a router send all data through

that router even though they are connected to the same CI. You achieve the
best performance and availability by defining all VAXcluster nodes as routers
if the CI is used as the data link.

2.4.6 Routing Concepts and Terms
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This section briefly explains routing concepts and defines those routing
parameters that provide some control over network routing. Chapter 3
describes how to use NCP commands to set these routing parameters. A
more detailed explanation of routing concepts and the routing algorithms for
the routing layer can be found in the Introduction to DECnet Phase IV manual.

The following terms are used to describe DECnet routing and routing
parameters:

* Hop. The logical distance between two nodes is measured in hops. The
distance between two adjacent nodes is one hop.

* Path. A path is the route a packet takes from source to destination.

e Path length. The path length is the number of hops along a path
between two nodes; it is the number of circuits a packet must travel
across to reach its destination. The path length never exceeds a maximum
number of hops, a value that the system manager sets relative to the size
and configuration of each network. For an area network, the network
manager should determine the maximum number of hops permitted
within an area and between areas.

® Cost. The cost is an integer value assigned to a circuit between two
adjacent nodes. It is usually proportioned to transmission delay. Each
circuit has a separate cost. In terms of the routing algorithm, packets are
routed on paths with the least cost. Nodes on either end of a circuit can
assign different costs to the same circuit.

* Path cost. The path cost is the sum of the circuit costs along a path
between two nodes. The path cost never exceeds a maximum cost value
the network manager specifies for the network. For an area network, the
network manager sets the maximum cost for a path within an area, and
for a path between areas.

¢ Reachable node. A reachable node is a destination node to which the
Routing layer on the local node has a usable path; that is, the path does
not exceed the values for maximum cost or hops between nodes specified
in the executor database. For an area network, a reachable area is one
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to which the path does not exceed the values for maximum cost or hops
between areas set in the executor database.

* Maximum visits. The maximum number of nodes through which a
packet can be routed before arriving at the destination node is referred
to as the maximum number of visits the packet can make. If a packet
exceeds the maximum number of visits, the packet is dropped.

When configuring a network, the network manager establishes the routing
parameters for circuit cost control and route-through control. These
parameters allow you to control the path that data is likely to take when
being transmitted through the network, and also to minimize congestion at
particular nodes in the network. For most networks, the default values for
these parameters are reasonable.

The network manager must assign a circuit cost to every circuit that connects
the local node with adjacent remote nodes. These costs serve as values that
DECnet software uses to determine the path over which data is transmitted.
When the node is up and running, you can dynamically change the cost of
a circuit to a higher or lower value. Altering circuit costs can change packet
routing paths and thereby affect the use and availability of network circuits
and resources.

Along with defining circuit costs, you should also consider the path lengths
and total path cost for routing packets over the network. For routing
purposes, DECnet software identifies the least costly path to each destination
in the network. As network manager, you are responsible for defining both
the maximum cost of all circuits and the maximum hops that a packet can
take when routed to the destination node. If you are configuring an area
network, you should define the maximum cost and hops for a path between
nodes within your own area, and the maximum cost and hops for a path
between level 2 routers in the whole network.

If multiple paths to a destination node have the same path cost, the Routing
layer software, by default, splits packet loads for routing on several paths,
rather than on only one. This method of equal cost path splitting improves
network throughput. You can define the maximum number of equal cost
paths to be used for routing when a packet load is to be split.

Because equal cost path splitting implies that data packets are sent to the
destination node over different paths, the packets may be received out

of order by the destination node. The Network Services Protocol (NSP)
maintains a cache of out-of-order packets so that they can be reassembled
in order. This mechanism is called out-of-order packet caching, and is
supported by DECnet-VAX Version 4.6 and higher. When packet loads
are split and routed to a node that does not support out-of-order packet
caching, the destination node is unable to reassemble any packets received
out of order. Any packets received out of order by a node that does not
support out-of-order packet caching need to be retransmitted. This need for
retransmission hinders network performance. You can compensate for a node
that does not support out-of-order packet caching by setting the appropriate
value for the executor parameter PATH SPLIT POLICY for that node.

The Routing layer in each node of the network uses congestion-control
algorithms to maintain an efficient level of routing throughput. In addition, as
network manager, you can maintain indirect control over routing throughput
by defining the maximum visits a packet can make before being received

by the destination node. Packets that exceed this limit are discarded. This
control prevents packets from looping endlessly through the network.
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2.4 Routing

2.4.7 Routing Messages

2.5

Adjacent routing nodes exchange routing update messages. A routing update
message is a packet that contains information about the cost and hops for
each node in the network. In an area network, a level 1 router sends routing
update messages about all nodes within its own area to adjacent routers in
the area. Level 2 routers send routing update messages containing cost and
hop information about all areas to adjacent level 2 routers in the network.

Whenever this routing information changes (for instance, when a circuit goes
down), new routing messages are sent automatically. For example, if someone
were to change the state of a circuit, rendering a remote node unreachable,
this change would be reflected automatically in the routing update messages
exchanged by the routing nodes.

24.71

Segmented Routing Messages

The number of nodes that Phase IV DECnet can support in a single-area
network is increased to a maximum of 1023 from the limit of 256 for Phase
III DECnet. This increase is due to changes in the routing update messages.
In Phase III, a legal network was restricted in size to the number of nodes
for which cost and hop information could be fit into a single routing update
message. Furthermore, Phase III routers had to send complete updates
containing information about all nodes, whether or not their reachability had
changed. Phase IV allows segmented routing messages to be sent, that is,
messages that contain only the information that has been changed. Phase IV
also permits routing updates to be sent in multiple messages. Therefore, the
size of the routing messages and the number of buffers required to receive
them are reduced.

2.4.7.2

Timing of Routing Message Transmissions

The network manager can set a timer for transmission of routing messages,
controlling the intervals at which nonconfiguration change routing updates
are transmitted. The routing timer controls the frequency of transmission of
these messages on non-Ethernet circuits. The broadcast routing timer controls
their frequency for Ethernet circuits. Expiration of the broadcast routing timer
causes the local node to send a multicast routing configuration message to all
routers on the Ethernet.

Logical Links
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DECnet uses a mechanism called a logical link to allow communication
between processes running on either the same node or on separate nodes in
the network. A logical link carries a stream (consisting of regular data and
interrupt data) of full-duplex traffic between two user-level processes. Each
logical link is a temporary data path that exists until one of the two processes
terminates the connection.

The system manager can control various aspects of logical link operation on
the local node. The system manager can do the following:

* Define the maximum number of logical links that can be active at the
local node. If your node can also use an alias node address (which is
common to some or all nodes in a VAXcluster), you can specify the
maximum number of logical links that can use the alias for incoming and
outgoing connections. Note that the upper limit on the number of logical
links that your node can originate using the individual node address is
reduced if your node also uses an alias.
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* Specify the number of packets that can be transmitted on a logical link
before an acknowledgment is received (the pipeline quota).

* Selectively disconnect active links on the local node while the network is
running and verify that the links have been disconnected, by displaying
information about the status of the links.

Logical link activity related to NSP is controlled by certain parameters that
regulate the duration of NSP connect sequences and inactivity intervals, and
the frequency with which NSP retransmits messages. The timers that affect
this activity include the following;:

* The incoming timer, which protects the local node against the overhead
caused by a local process that does not respond to an inbound connection
request within a specified interval

* The outgoing timer, which protects the local node against the overhead
caused by a connection request to a remote node that does not complete
within a specified interval

® The inactivity timer, which protects the user against a link that may be
permanently unusable, by setting the frequency with which DECnet tests
an inactive link

You should normally use default values for the parameters that regulate

the frequency of NSP message retransmission at the local node, unless you
need to change the operating characteristics of a particular logical link. The
retransmit time is affected by the estimated delay in round-trip transmission
between the local node and the node with which it is communicating. You
use the delay weight and delay factor parameters to calculate new values for
this estimated delay. The retransmit factor parameter governs the number of
times NSP tries to retransmit on a logical link.

Objects

Objects provide known general-purpose network services. An object is
identified by object type, which is a discrete numeric identifier for either a
user task or a DECnet program such as the Network Management Listener
(NML) or the File Access Listener (FAL). The DECnet network software uses
object type numbers to enable logical link communication using NSP. The
system manager is responsible for supplying information for those objects,
both user-defined and network objects, that can be used over the network.

For VAX PSI network operations, you are responsible for identifying objects
by name, and establishing command procedures to be initiated when :
incoming X.25 calls to the objects arrive.
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2.6 Objects

2.6.1 DECnet-VAX Objects

When setting up the network, you must supply information for two general
kinds of DECnet-VAX object:
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Objects with a 0 object type. These objects are usually user-defined
images for special-purpose applications. They are named when a
user requests a connection. Objects in this category are defined in the
DECnet-VAX configuration database as TASK (see Section 3.9.1). The
object type number for all of these objects is 0.

Nonzero objects. Nonzero objects are known objects that provide specific
network services such as FAL (used for file access) or NML (used for
network management). They may also be user-defined tasks; these
objects should be for user-supplied known services. Object type numbers
for all nonzero objects range from 1 to 255. The number serves as a
standard addressing mechanism across a heterogeneous network. For

a complete list of network objects, refer to the VMS Network Control
Program Manual.

The following DIGITAL-supplied objects are defined inside NETACP, by
default, in the configuration database. Note that MAIL and PH<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>