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Production Note 
This book was produced with the VAX DOCUMENT electronic publishing 
system, a software tool developed and sold by Digital. In this system, 
writers use an ASCII text editor to create source files containing text and 
English-like code; this code labels the structural elements of the document, 
such as chapters, paragraphs, and tables. The VAX DOCUMENT software, 
which runs on the VMS operating system, interprets the code to format 
the text, generate a table of contents and index, and paginate the entire 
document. Writers can print the document on the terminal or line printer, 
or they can use Digital-supported devices, such as the LN03 laser printer 
and PostScript printers (PrintServer 40 or LN03R ScriptPrinter), to 
produce atypeset-quality copy containing integrated graphics. 
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Preface 

Intended Audience 
This document is intended for VMS system managers—especially those 
who maintain two or more VMS nodes. The manual shows how to define 
a system management environment, modify your process attributes for 
the environment, and perform management tasks. To use SYS111tAN 
functions you should know how to use DCL commands and be familiar 
with VAXcluster management requirements. 

Document Structure 
This document consists of the following three sections: 

• Description Provides a full description of the SYSMAN Utility. 

• Usage Summary Outlines the following SYSMAN information: 

—Invoking the utility 
—Exiting from the utility 
—Restrictions or privileges required 

• Commands Describes SYSMA~T commands, including format, 
parameters, and examples. 

Associated Documents 
For descriptions of the DCL system management commands, see the VMS 
DCL Dictionary. 

For an overview of VMS system management tasks, see the Introduction 
to VMS System Management. The Guide to Setting Up a VMS System and 
the Guide to Maintaining a VMS System contain descriptions of day-to-day 
VMS system maintenance tasks. 

For additional cluster information, see the VMS VAXcluster Manual and 
the VMS Show Cluster Utility Manual. 

Conventions 
This manual uses the following conventions: 

Ctrl/x A sequence such as Ctrl/x indicates that you must 
hold down the key labeled Ctrl while you press 
another key or a pointing device button. 

In examples, a key name is shown enclosed in a box 
to indicate that you press a key on the keyboard. (In 
text, a key name is not enclosed in a box.) 

Return 
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. . . In examples, a horizontal ellipsis indicates one of the 
following possibilities: 

• Additional optional arguments in a statement 
have been omitted. 

• The preceding item or items can be repeated one 
or more times. 

• Additional parameters, values, or other 
information can be entered. 

A vertical ellipsis indicates the omission of items from 
a code example or command format; the items are 
omitted because they are not important to the topic 
being discussed. 

() In format descriptions, parentheses indicate that, if 
you choose more than one option, you must enclose 
the choices in parentheses. 

[ ] In format descriptions, brackets indicate that whatever 
is enclosed is optional; you can select none, one, 
or all of the choices. (Brackets are not, however, 
optional in the syntax of a directory name in a 
file specification or in the syntax of a substring 
specification in an assignment statement.) 

{} In format descriptions, braces surround a required 
choice of options; you must choose one of the options 
listed. 

red ink Red ink indicates information that you must enter from 
the keyboard or a screen object that you must choose 
or click on. 

For online versions of the book, user input is shown in 
bold. 

UPPERCASE TEXT Uppercase letters indicate that you must enter a 
command (for example, enter OPEN/READ), or they 
indicate the name of a routine, the name of a file, the 
name of a file protection code, or the abbreviation for 
a system privilege. 

- Hyphens in coding examples indicate that additional 
arguments to the request are provided on the line that 
follows. 

numbers Unless otherwise noted, all numbers in the text are 
assumed to be decimal. Nondecimal radixes—binary, 
octal, or hexadecimal—are explicitly indicated. 
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SYSMAN Description 
The System Management Utility (SYSMAN) centralizes the management 
of nodes and VAXcluster environments. Rather than logging in to 
individual nodes and repeating a set of management tasks, SYSMAN 
allows you to define your management environment to be a particular 
node, a group of nodes, or a VAXcluster environment. With a management 
environment defined, you can perform system management tasks from 
your local node. SYSMAN executes these tasks on all nodes in the target 
environment. 

Managing a system with SYSMAN is similar to the traditional 
management of an individual system because SYSII~IAN uses many of 
the same so~ware tools. It can process most DCL commands, such as 
MOUNT, DEFINE, INITIALIZE, SET, and SHOW. It can also execute 
many VMS system management utilities and command procedures, such 
as AUTHORIZE, AUTOGEN, and INSTALL. 

SYSMAN also contains system management tools that let you perform the 
following tasks: 

• Set disk quotas using DISKQUOTA commands. 

• Load and unload licenses using LICENSE commands. 

• Associate a terminal or port with a user name using the Auto-Login 
Facility (ALF) commands. 

• Modify or display system (SYSGEN) parameters using PARAMETERS 
commands. 

• Build site-specific startup procedures using STARTUP commands, 
which display or modify startup components of the VMS operating 
system, site-specific programs, and layered products. 

• Modify or display VAXcluster parameters using CONFIGURATION 
commands. 

• Load system services using SYS_LOADABLE commands, which add 
and remove executive loaded images from the set of images loaded at 
boot time. 

The following sections discuss different SYSMAN tasks, including 

• Defining a management environment 

• Centralizing system management 

• Adjusting your profile 

• Executing commands and command procedures 

• Creating and maintaining disk quotas 

• Loading and unloading licenses 

• Using Auto-Login Facility (ALF) functions 

• Executing commands on remote nodes 



SYSMAN Description 

1 Defining a Management Environment 
The default system management environment for SYSMAN is the local 
node from which you execute the utility. 

Your first step in using SYSMAN is to define the target environment. 
The management environment can be the single node, group of nodes, or 
cluster you need to manage. You can define a management environment to 
be any of the following: 

• Your local node 

• Your own cluster 

• A subset of nodes in your cluster 

• A nonclustered node available through DECnet 

• Another cluster 

• A subset of nodes in another cluster 

• Any group of individual nodes 

Refer to Figure SM-1 during the following discussion of management 
environments. The figure depicts seven nodes, five of which are part of 
clusters. 

Figure SM-1 Defining a Management Environment 

Cluster 1     Cluster 2 

NODE 1 NODE 2 NODE 3 NODE_6 NODE 7 NODE 4 NODE 5 
I I I I I I I I I I I I I I 
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I I I I I I I I I I I I I I 
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Legend: 

= The DECnet Interconnect 

I 
DECnet Connections 

I 
Cluster Boundaries ZK-6617—G E 

If you execute SYSMAN from NODE_1, then NODE_1 is the management 
environment when SYSMAN starts. NODE_1 is the local node because it 
is the node on which you invoked SYSI~IIAN. All other nodes -are remote. 
You can use NODE_1 as the management environment, or you can change 
the environment to be any node, group of nodes, or cluster shown in 
Figure SM-1. 
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1.1 Defining Another Node as the Environment 
Instead of managing the local node, you can define a management 
environment to be any node available through DECnet. For example, 
the following SET ENVIRONMENT command defines the management 
environment to be NODE 2: 

$ RUN SYS$SYSTEM:SYSMAN 

SYSMAN> SET ENVIRONMENT/NODE=NODE 2 

oSYSMAN-I-ENV, current command environment: 
Individual nodes: NODE_2 
Username ALEXIS will be used on nonlocal nodes 

A SYSMAN environment remains in effect until you change it or exit from 
the utility. Whenever you redefine an environment, SYSMAN displays 
the new context. You can always verify the current environment with the 
command SHOW ENVIRONMENT. 

A management environment can also be a group of nodes. The following 
command defines the management environment to be NODE_3, NODE_6, 
and NODE 7: 

SYSMAN> SET ENVIRONMENT/NODE=(NODE 3, NODE 6, NODE 7) 

Remote Password: 

SYSMAN-I-ENV, Current Command Environment: 
Individual nodes: NODE_6,NODE_7,NODE_3 
At least one node is not in local cluster 
Username ALEXIS will be used on nonlocal nodes 

Unless you are working on your Iocal node or within your own cluster, you 
are working in a nonlocal environment in SYSMAN. When defining a 
nonlocal environment, SYSIIIIAN prompts for a password. 

The ut' 'ty also prompts for a password when you attempt to manage 
a system under a different user name. You can change your user name 
by including the /USERNAME qualifier on the SET ENVIRONMENT 
command. 

The SET ENVIRONMENT/NODE command accepts logical names as 
values. Before you define logical names to use with SYSMAN, you must 
create the logical name table SYSMAN$NODE TABLE as follows: 

CREATE/NAME TABLE/PARENT=LNM$SYSTEM DIRECTORY SYSMAN$NODE TABLE 

You might want to include this command in the file 
SYS$MANAGER:SYLOGICALS.COM, which is executed during system 
startup. 

The following example demonstrates how you can define logical names to 
be a node or list of nodes and how to use those logical names to define the 
SYSMAN environment: 

$ DEFINE FORTRAN ALICE,BILL,DIRK/TABLE=SYSMAN$NODE_TABLE 
DEFINE PASCAL DIRK, JILL,CI_NODES/TABLE=SYSMAN$NODE_TABLE 

$ DEFINE CI_NODES SYS2,SYS8/TABLE=SYSMAN$NODE_TABLE 
$ RUN SYS$SYSTEM SYSMAN 

SYSMAN> SET ENVIRONMENT/NODE=(FORTRAN, PASCAL) 

Remote Password: 
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oSYSMAN-I-ENV, current command environment: 
Individual nodes: ALICE, BILL, DIRK, JILL,SYS2,SYS8 
At least one node is not in the local cluster. 
Username SYSTEM will be used on nonlocal nodes. 

Defining logical names is useful when you want to organize the nodes 
in your cluster according to specific categories (for example, all CI-based 
nodes or all nodes with FORTRAN installed). 

1.2 Defining a Cluster Environment 
To define a cluster as your target environment, use the /CLUSTER 
qualifier to the SET ENVIRONMENT command. There are two types 
of cluster environments: 

• A local cluster 

• A nonlocal cluster 

The local cluster is the one where you are executing SYSRIIAN. For 
example, to expand the management environment from NODE_! to 
Cluster 1, enter the following command: 

SYSMAN> SET ENVIRONMENT/CLUSTER 

%SYSMAN-I-ENV, Current Command Environment: 

Clusterwide on local cluster 
Username ALEXIS will be used on nonlocal nodes 

In the cluster environment shown in Figure SM-1, SYSI~ZAN executes 
commands on all nodes in Cluster 1, namely NODE_1, NODE_2, and 
NODE_3. 

To manage a nonlocal cluster with SYSMAN, you must use the /NODE 
qualifier to identify the cluster you want to manage. If a cluster alias is 
defined for a cluster, the /NODE qualifier can include the alias rather than 
the node name. For example, to perform management tasks on Cluster 2 
in Figure SM-1, you would enter another SET ENVIRONMENT command 
with the /CLUSTER qualifier and name one node within Cluster 2 using 
the !NODE qualifier. For example: 

SYSMAN> ET ENVIRONMENT/CLUSTER/NODE=NODE 4 

Remote Password: (password) 

oSYSMAN-I-ENV, Current Command Environment: 
Clusterwide on remote node NODE_4 
Username ALEXIS will be used on nonlocal nodes 

When a specified node is not in a cluster, the /CLUSTER qualifier has no 
effect. 

2 Centralizing System Management 
After defining a management environment, you use SYSMAN to perform 
traditional system management tasks. When you enter commands on your 
local node, SYSMAN executes the commands in the target environment. 

SM-4 
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In cluster environments or any environment with multiple nodes, you 
enter a set of commands once and SYSMAN executes the commands 
sequentially on every node in the environment. SYSMAN displays the 
name of each node as it executes commands. For example, with SYSMAN 
you can run the INSTALL utility and make a file known on all nodes in 
the cluster by entering the following commands from your local node: 

SYSMAN> SET ENVIRONMENT/CLUSTER 

SYSMAN> SET PROFILE/PRIVILEGE=CMKRNL 

SYSMAN> DO INSTALL ADD/OPEN/SHARED WORK4:[CENTRAL]STATSHR 

%SYSMAN-I-OUTPUT, Command execution on node PHILCO 
%SYSMAN-I-OUTPUT, Command execution on node CEDAR 

When a command does not execute successfully, SYSMAN displays an 
error message. If a node cannot execute a command or if a node does 
not respond within a given time period, SYS~~IAN displays a message 
before proceeding to the next node in the environment. A timeout period 
is optional, and can be established with the SET TIMEOUT command. 

3 Adjusting Your Profile 
Before SYSMAN executes any commands, it verifies that you are an 
authorized user and grants privileges, rights, and defaults. SYSIIZAN does 
this in one of the following two ways: 

• If the cluster has common SYSUAF and RIGHTSLIST databases, 
SYSMAN checks to see whether the following conditions exist: 

The node where the commands are being executed is part of the 
same cluster as the node where the commands are being entered. 

The device name and file identification for the SYSUAF file match 
on the two nodes. 

The device name and file identification for the RIGHTSLIST file 
match on the two nodes. 

If these conditions are met, SYSMAN assigns the privileges, defaults, 
and identifiers in effect on the local node to an existing process called 
SMISERVER on each remote node. 

• SYS112AN checks the information contained in the user authorization 
file (UAF) on each node in the environment to see that you are an 
authorized user. When you define an environment that is not part of 
your local cluster or when you change your user name, SYSMAN 
prompts for a password before checking the UAF. If you are an 
authorized user, SYSMAN assigns the privileges, defaults, and 
identifiers that it copies from your UAF record on that node to an 
existing process on the node called SMISER~TER. 

The utility uses a SMISERVER process on all nodes but the local node 
(from which you are running SYSI~~IAN) to execute commands in an 
environment. The attributes of the SMISERVER process include a default 
device and directory, any rights identifiers defined in the UAF record, and 
a set of privileges. The attributes do not include symbolic names, logical 
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